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Foreword 

As a companion book of Vaudenay's A Classical Introduction to Cryp- 
tography, this exercise book contains a carefully revised version of most 
of the material used in teaching by the authors or given as examinations 
to the undergraduate students of the Cryptography and Security lecture 
at EPFL from 2000 to mid-2005. It covers a majority of the subjects that 
make up today's cryptology, such as symmetric or public-key cryptogra- 
phy, cryptographic protocols, design, cryptanalysis, and implementation 
of cryptosystems. 

Exercises do not require a large background in mathematics, since 
the most important notions are introduced and discussed in many of the 
exercises. We expect the readers to be comfortable with basic facts of 
discrete probability theory, discrete mathematics, calculus, algebra, as 
well as computer science. Following A Classical Introduction to Cryp- 
tography, exercises related to the more advanced parts of the textbook 
are marked with a star. 

The difficulty of the exercises covers a broad spectrum. In some the 
student is expected to simply apply basic facts, while in others more in- 
tuition and reflexion will be necessary to find the solution. Nevertheless, 
the solutions accompanying the exercises have been written as clearly as 
possible. Some exercises are clearly research-oriented, like for instance 
the ones dedicated to decorrelation theory or to very recent results in 
the field of hash functions. The idea was to give to our readers a taste 
of this exciting research world. 

Chapter 1 is dedicated to the prehistory of cryptology, exposing the 
design and the cryptanalysis of very simple and/or historical ciphers. 
Chapter 2 investigates basic facts of modern symmetric cryptography, 
focusing on the Data Encryption Standard, modes of operations, and 
stream ciphers. Chapter 3 handles the hash functions topic, while Chap- 
ter 4 describes some more involved notions of cryptanalysis of block ci- 
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phers. Chapter 5 considers protocols based on symmetric cryptography. 
Chapter 6 is based on some basic facts of algebra and on the algorithms 
used to compute within the usual algebraic structures used in cryptology, 
while Chapter 7 is devoted to number theory with a strong emphasis put 
on its algorithmic aspects. Chapter 8 is built around some elements of 
complexity theory. Chapter 9 treats the important subject of public-key 
encryption schemes and Chapter 10 contains exercises centered around 
the notion of digital signatures. Chapter 11 exposes some protocols us- 
ing public-key cryptography, and Chapter 12 handles the case of hybrid 
protocols, combining both symmetric and public-key schemes. 

A website (http: //www . intro-to-crypto. inf o) has been set up as a 
companion of this book. It will contain inevitable errata as well as other 
material related to this book, like challenging tests and more exercises. 

Finally, the authors would like to thank Gildas Avoine, Matthieu 
Finiasz, and all the EPFL students who attended at least one of our 
lectures, as well as the Springer-Verlag staff for having provided us so 
many useful comments on these exercises, their solutions, and on the 
textbook. 

We wish the reader a wonderful trip in the exciting world of cryptol- 
O ~ Y !  



Chapter 1 

PREHISTORY OF CRYPTOGRAPHY 

Exercises 

Exercise 1 Mappings, etc. 

The goal of this exercise is to remind the notions of function, injection, 
surjection, bijection, permutation, and transposition. If any of those 
notions is not clear to you, keep reading! 

Consider the two sets X = {xl ,xz, .  . . , x,) and Y = {yl, y2,. . . , ym), 
and a function f : X - y. As f is a function, it assigns to each element 
of X a single element of y. 
1 If n < m, can f be a function? What about the case where n > m? 

2 Consider the case where n = 3 and m = 4. Which of the following 
diagrams represent a function? Explain why (or why not). 

3 A function f is said to be 1 - 1 (one to one), or injective, if each 
element of y is the image of at most one element of X, i.e., for all 
X l , X 2  E X, 

f ( ~ 1 )  = f ( ~ 2 )  * 21 = 2 2 .  
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Which of the following diagrams represent an injective function? 

4 A function f is said to be surjective if each element of y is the image 
of at  least one element of X, i.e., if for all y E y there exists an 
x E X such that f(x) = y. When f is surjective, it is said to be a 
function from X onto y. Which of the following diagrams represent 
a surjective function? 

5 If every element of y is the image of exactly one element of X ,  then 
f is called a bijection, i.e., f is an injection and a surjection. Can f 
be a bijection if n > m? What about the case where n < m? 

6 Show that if X and Y have the same cardinality and if f is an injec- 
tion, then f is a bijection. 

The last property is often used to show the bijectivity of a given function. 
A permutation on X is a bijection from X onto itself, i.e., a rearrange- 

ment of the elements of X. In order for f to be a permutation, we must 
have X = y. Moreover, we let X = (0 ,  I)', i.e., X is the set of all binary 
sequences of length t. A permutation on X that simply rearranges the 
bits of its input is referred to as a transposition on X. 

7 Does a permutation always preserve the Hamming weight of a se- 
quence of t bits? Does a transposition? 
Reminder: The Hamming weight of a binary sequence is the number 
of 1's in that sequence. 

8 Can we say that a transposition is just a permutation on the bit 
positions? 

The Data Encryption Standard (DES) is a very famous and widely used 
block cipher. It maps 64-bit plaintext blocks x = (xG3xG2 . . . xO) on 
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Figure 1.1. DES, a mapping of 64-bit plaintext blocks on 64-bit ciphertext block, 
depending on a 56-bit secret key 

64-bit ciphertext blocks y = ( ~ 6 ~ ~ 6 ~ .  . . yo) using a 56-bit secret key 
k = (k55 k54 . . . ko) as a parameter (see Figure 1.1). 

9 When the secret key k is fixed, DES defines a specific permutation 
on X = (0,l)". Why do you think it is necessary for DES to be a 
bijection, and not a simple function? 

10 How many permutations can you find on X = (0, 1)64? How many 
different secret keys does DES have? 

11 DES internal design involves a 32-bit transformation which is repre- 
sented in Figure 1.2. Is this transformation a permutation and/or a 
transposition? 

Consider now a random permutation on (0, l)e represented by a random 
variable C*, uniformly distributed among all possible permutations of 
{o,lIe. 

12 Compute Pr[C* = c], where c is a fixed permutation on (0, lie. 
13 Let x, y E (0, lJe be two fixed Gbit strings. Using the previous 

question, compute Pr[C* (x) = y] . Compare this probability with 
Pr[Y = y] where Y is a random variable uniformly distributed in 
(0, q e .  

14 Let a ,  b E (0, lIe such that a # 0. We define the diifSerentia1 proba- 
bility of C* to be 

DP'* (a, b) = Pr[C* (X @ a) = C* (X) @ b] , 
X 
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Figure 1.2. A transformation in DES on 32-bit strings 

where the probability holds over the uniform distribution of X. For 
b # 0, show that 

1 
E ~ .  (DP'*(~, b ) )  = - 

2e - 1. 

D Solution on page 8 

Exercise 2 A Simple Substitution Cryptogram 

The following text is encrypted using a simple substitution method. 
The plaintext is part of an English text encoded in upper case characters 
without punctuation marks. Using the distribution of the characters in 
English texts (see Table 1.1), recover the plaintext. 

ODQSOCL OW GIU BOEE QRROHOCS QV GIUR KIA QF Q DQCQSLR WIR 
ICL IW CQFQF EIYQE YIDJUVLR FGFVLDF GIU SLV OCVI GIUR 
IWWOYL IC VXQV DICPQG DIRCOCS VI WOCP VXL JXICLF ROCSOCS 
LHLRG YQEELR OF Q POFVRQUSXV YICWUFLP CQFQ BIRMLR QCP 
LHLRG YQEELR QFFURLF GIU VXQV XOF IR XLR WOEL IR 

Table 1.1. Distribution of the characters in a typical English text 

Letter Probability Letter Probability Letter Probability 
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QYYIUCVOCS RLYIRP IR RLFLQRYX JRIKLYV LHLRG ICL IW BXOYX 
OF DOFFOCS WRID VXL YIDJUVLR FGFVLD OF QAFIEUVLEG HOVQE 

D Solution on page 11 

Exercise 3 Product of Vigenere Ciphers 

A group (G,o) consists of a set G with a binary operation o on G 
satisfying the following four properties: 

(Closure) a o b E G for all a ,  b E G 

(Associativity) a o (b o c) = (a o b) o c for all a ,  b, c E G 

(Neutral element) there exists e E G such that a o e = e o a = a 
for all a E G 

(Inverse element) for any element a E G there exists a-' E G such 
that aoa- '  = a- 'oa = 1 

1 Let l be a positive integer. Let V be the set of all Vigenhre ciphers 
of key length e. Denoting o the composition of two functions, prove 
that (V, o) is a group. 

2 What is the product cipher of two Vigenhre ciphers with distinct key 
length? 

D Solution on page 12 

Exercise 4 *One-Time Pad 

The One-Time Pad (also known as the Vernam Cipher and often 
abbreviated as OTP) is defined as follows. A plaintext is considered 
as a random variable X E (0, lIn, where n is some positive integer. 
It  is encrypted with a uniformly distributed random key K E (0, l In,  
independent of X ,  using a bitwise XOR operation. The ciphertext is 
thus Y = X @ K. 

1 Prove that the OTP provides perfect secrecy. 

2 Show why the OTP is insecure if the key is used more than once. 

3 Show that the OTP does not provide information-theoretic security 
if the key is not uniformly distributed in (0, l)n. 

D Solution on page 13 
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Let n be a positive integer. A Latin square of order n is an n x n matrix 
L = (li,j)15i,jln with entries lilj E {I, . . . , n), such that each element of 
the set (1,. . . , n)  appears exactly once in each row and each column of L. 
A Latin square defines a cipher over the message space X = (1,. . . , n )  
and the key space K: = (1,. . . , n), for which the encryption of a plaintext 
x E X under a key k E K: is defined by y = Ck(x) = &,. 

1 Find a Latin square L of order 4. Using this matrix, encrypt the 
plaintext x = 3 with the key k = 2. 

2 Prove that a Latin square defines a cipher which achieves perfect se- 
crecy if the key is uniformly distributed, independent from the plain- 
text, and used only once. 

D Solution on page 13 

Exercise 6 Enigma 

The Enigma machine is a symmetric electromechanical encryption 
device which was used by the German army during World War 11. The 
secret key consists of the initial position of three rotors (each rotor has 
26 different positions), and an electric connection which represents a per- 
mutation on {a, b, c ,  . . . , z) with 14 fixed points and 6 non-overlapping 
exchanges of two characters. For example, 

lets a,  c, d, f ,  j ,  l, n,  o, r, u, v, w, x, y unchanged, maps b to t and t to b, 
e to q and q to e, etc. A toy Enigma machine (limited to 6 letters) is 
represented in Figure 1.3. 

Lampboard Kevboard Plugboard Rotor 1 Rotor 2 Rotor 3 Reflector 

Figure 1.3. An Enigma machine limited to 6 letters 
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1 How many different keys does the Enigma machine have? 

2 What is the corresponding key length in terms of bits? 

3 What is the average complexity of an exhaustive key search? 

D Solution on page 14 
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Solution 1 Mappings, etc. 

1 The mapping f can be a function regardless of the cardinalities of X 
and y .  The answer is yes in both cases. 

2 Diagram (a) does not represent a function as xl is mapped on two 
different elements of y .  Diagram (b) represents a function which 
is not defined on X but only on a subset of X. Diagram (c) does 
represent a function (which is not injective by the way . . . ). 

3 Diagram (a) does not represent an injective function as both xl  and 
x2 are mapped on yl, i.e., f (XI)  = f (x2) with xl  # x2. Diagram (b) 
does represent an injection but Diagram (c) does not. 

4 Diagrams (a) and (c) do not represent a surjective function. Diagram 
(b) is not a surjection as y2 is not the image of any element of X. 

5 It  is impossible to find a bijection between two sets of different car- 
dinalities. The answer is no in both cases. Note that a usual way 
to prove that two given finite sets have the same cardinality is to 
explicitly construct a bijection from one onto the other. Also note 
that proving that a function is a bijection can be done by finding its 
inverse, i.e., finding a map f -' : y -+ X such that (f -l o f )(x) = x 
for all x E X. 

6 First note that in a general case, if A and B are two finite sets such 
that A c B and IAl = IB1, then A = B. Now, as f is injective, if 
X I ,  x2 E X such that xl # x2, we have f (xl) # f (x2). If n = I X I = 
lyl, taking the image of the elements of X = {XI,  22,. . . , x,), we 
obtain a list of n elements { f (xl), f (xz), . . . , f (x,)) y. As f is 
injective, we know that these n elements are distinct. Therefore 

We have shown that every element of y is the image of an element 
of X which makes f a surjective function. As f was also assumed to 
be injective, it is finally bijective. 

7 A permutation does not always preserve the Hamming weight of a 
sequence. Here is a counterexample. Take 
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e bits 

where Ic is the binary representation of 1, i.e., k = 0 .  . .01. This 
function is indeed a permutation. This should be clear from the fact 
that f -' = f (this is called an involution). We note that f maps the 
binary representation of 0 onto the binary representation of 1. As 
these two sequences do not have the same Hamming weight, we have 
found a counterexample. Finally, as a transposition is a particular 
permutation which simply rearranges the bits of an input string, it 
should be clear that a transposition preserves the Hamming weight. 

8 Yes. Formally, we recall that a permutation P on (0, lIe is a bijection 
from (0, lIe to (0, lie. We also give the definition of a transposition 
thereafter, in a formal way. Let T : (0, lIe + (0, 1)l be a permuta- 
tion. We say that T is a transposition if and only if there exists a 
permutation a on {1,2,3. . . , l) such that 

Moreover, we notice that the number of transpositions on (0, l)e is 
equal to the number of all permutations on {1,2,3 . . . , t), namely l!. 

9 One desired property of a block cipher is to have the ability to decrypt 
what it can encrypt, and this should be done with no ambiguity. 
Therefore, for each k defining a permutation DESk, there should exist 
D E S ~ '  such that D E S ~ ' ( D E S ~ ( X ) )  = x for all x E { 0 , 1 ) ~ ~ .  This 
property can only be guaranteed if DESk is a bijection for any key. 

10 The number of permutations on a set of N elements is N!. Therefore, 
there are 264! permutations on X = { 0 , 1 ) ~ ~ .  There are 256 DES secret 
keys. 

11 This transformation is a simple reordering of the input bits. I t  is a 
transposition. Strangely, it is always referred as the DES permutation 
on 32 bits. 

12 The random variable C* is uniformly distributed among a set of 2e! 
elements (i.e., the permutations of (0,l)'). Therefore 

13 Using the chain formula, we can see that 
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Obviously, Cc is the number of permutations of (0, lIe having 
the property to map x onto y. 

"-> set of 2' - 1 elements 

Noticing that this number is exactly the number of permutations of 
a set of 2e - 1 elements, that is (2' - I)!, we obtain 

- (2l - I)! 
Pr[C* (x) = y] - 

2e! 

14 If b = 0, then it is easy to see that DPc*(a, b) = 0, and thus 
Ec* (DPC* (a, b)) = 0. We now assume that b # 0. We have 

Ec* (DPC* (a, b)) = Ec* (P~[c* (X CB a )  = C* (X) $ b] 
X 

as C* is uniformly distributed. We denote y = x$a. As a # 0, y # x. 
With this notation, 

As b # 0, the inner sum is the number of permutations mapping x 
onto a and y onto a $ p, which is (2e - 2)!. Consequently, 
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We conclude that 

C* 1 Ec* (DP (a ,  b ) )  = - 2" 1' 

Solution 2 A Simple Substitution Cryptogram 

The character distribution in the ciphertext is given in Table 1.2. 
Using this information and comparing it with the character frequency 
table, it is possible to isolate the most frequent characters in the cipher- 
text. If we consider the digrams and trigrams frequency mentioned in 
the textbook [56] and if we take advantage of the fact that there are not 
that many 2 letter and 3 letter words in English, we get (not without 
work!) the key represented on Table 1.3. The decrypted ciphertext 1161 

Table 1.2. Distribution of the characters in the ciphertext 

Letter Probability Letter Probability Letter Probability 

IMAGINE IF YOU WILL ARRIVING AT YOUR JOB AS A MANAGER FOR 
ONE OF NASAS LOCAL COMPUTER SYSTEMS YOU GET INTO YOUR 
OFFICE ON THAT MONDAY MORNING TO FIND THE PHONES RINGING 
EVERY CALLER IS A DISTRAUGHT CONFUSED NASA WORKER AND 
EVERY CALLER ASSURES YOU THAT HIS OR HER FILE OR 
ACCOUNTING RECORD OR RESEARCH PROJECT EVERY ONE OF WHICH 
IS MISSING FROM THE COMPUTER SYSTEM IS ABSOLUTELY VITAL 

or, in a more formatted manner: 
Imagine, if you will, arriving at  your job as a manager for one of NASA's 
local computer systems. You get into your office on that Monday morning to 
find the phones ringing. Every caller is a distraught, confused NASA worker. 
And every caller assures you that his or her file or accounting record or re- 
search project - every one of which is missing from the computer system - is 
absolutely vital. 



12 EXERCISE BOOK 

Table 1.3. The key of the simple substitution 

Solution 3 Product o f  Vigengre Ciphers 

Let k and k' denote two keys of t characters and let Ck and Ckl 
denote their corresponding Vigenkre ciphers. A VigenBre cipher encrypts 
a message x by adding character-wise a key modulo 26. If x is some 
plaintext of length d, then y = Ck(x) where 

yi = xi + ki mod e mod 26 

for all i = 0, . . .  ,d - 1. 

1 In order to prove that (V, o) is a group, we have to check four prop- 
erties: 

rn (Closure) We have to show that there exists some key k" such 
that Ckl1 = Cp o Ck. As the addition modulo 26 is an associative 
operation, if y = (Ckl o Ck)(x) = Cp(Ck(x)) then 

yi = xi + (ki mod e + ki e mod 26) mod 26 

for all i = 0, .  . . , d - 1. Thus, if k" = k + kt mod 26 (the modular 
addition being evaluated character-wise), Ck1t = C p  o Ck. This 
proves that encrypting twice with the VigenBre cipher is not more 
secure than a single encryption. 

rn (Associativity) The fact that (Ck oCk1) oCku = Ck o (Ckl oC,y~) is 
a direct consequence of the associativity of the modular addition. 

rn (Neutral element) We have to show that there exists a key 
under which a Vigenkre encryption is the identity function. It  is 
easy to check that this is the case of the key k, = A A . .  . A. 

rn (Inverse element) We have to show that to each key k corre- 
sponds a key kt such that Cp  o Ck is the identity. This is the case 
when kb = -ki mod 26 for all i = 0,. . . , t - 1. Encrypting with 
the inverse is thus equivalent to decryption. 
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2 The product cipher of two Vigenkre ciphers Ck and Cp having key 
length l and l' respectively is equivalent to a Vigenkre cipher Ckll 
with a key length l" = lcm(l, l'). Namely, l" must be a multiple of 
both l, l' and must be the smallest integer satisfying this property. 

Solution 4 *One-Time Pad 

1 The OTP provides perfect secrecy if the plaintext and the ciphertext 
are independent, i.e., if Pr[X, Y] = Pr[X] Pr[Y] . If n denotes the 
size of the key, we have 

where the independence of X and K was used in the second equality. 
Moreover, 

which concludes the proof. 

2 Suppose we encrypt two messages x and x' with the same key k. If we 
add the two corresponding ciphertexts, we get x@k$x'@k = x@xl. If 
x and x' are ASCII texts written in a certain language (for instance), 
it is possible for an adversary to recover x and x' by exploiting their 
natural redundancy. 

3 From information theory we know that H(K) L: n,  with equality if 
and only if K is uniformly distributed. Since perfect secrecy implies 
that H(X)  < H ( K )  (for any distribution of X) ,  there is a contradic- 
tion if H ( K )  < n, as H ( X )  5 H ( K )  would not hold for a uniform 
distribution of X .  

Solution 5 *Latin Squares 

1 An example of Latin square of order 4 is 
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and C2(3) = e2,3 = 1. 

2 Let X be the random variable corresponding to the plaintext, Y be 
the random variable corresponding to the ciphertext, and K be the 
random variable corresponding to the key. We have 

since the key is uniformly distributed. Moreover 

Pr[X = x, Y = y I K = k ]  = lek,x=y Pr[X = x I K = Ic], 

as for a given message x and key Ic there is only one corresponding 
ciphertext y. Finally, as X and K are independent, 

because, as L is a Latin square, for any x and y there is one, and 
only one value k  such that lklX 

Pr[Y = y] = 

= y. On the other hand 

We conclude that Pr[X = xlY = y] = Pr[X = x] which concludes 
the proof. 

Solution 6 Enigma 

1 As each rotor allows 26 different positions, and as there are 3 ro- 
tors, the number of possible rotors starting positions is 263. For the 
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plugboard, we start by choosing the 14 fixed points. There are (::) 
possibilities. We are left with 12 letters. We place them in a table: 

There are 12! ways to place the letters. But among these possibilities, 
several are equivalent. We have to consider that couples of letter can 
be permuted (6! possibilities) and that among one couple, the two 
letters can be permuted (this gives 26 possibilities). Finally, there 
are 

12! 

ways to connect the 12 letters. In total there are 

possibilities. 

We now suggest an alternative to the previous solution. The three 
rotors allow 263 = 17,576 different combinations. The plugboard 
allows 

different possibilities. This makes a total number of different keys 
approximately equal to 1.76. 1015. 

2 The key length in bits is equal to 

i.e., one can encode the key with 51 bits. 

3 An exhaustive search on a 51-bit key requires 250 attempts in average. 

Simon Singh's Code Book [51] is a good reference on the history of the 
Enigma machine. 



Chapter 2 

CONVENTIONAL CRYPTOGRAPHY 

Exercises 

Exercise 1 Weak Keys of  DES 

We say that a DES key k is weak if DESk is an involution. Exhibit 
four weak keys for DES. 
Reminder: Let S be a finite set and let f be a bijection from S to S. 
The function f is an involution if f (f (x)) = x for all x E S. 

D Solution on page 34 

Exercise 2 Semi-weak Keys of  DES 

We say that a DES key k is semi-weak if it is not weak and if there 
exists a key k' such that 

DES,' = DESp. 

Exhibit four semi-weak keys for DES. 

D Solution on page 34 

Exercise 3 Complementation Property of  DES 

Given a bitstring x we let F denote the bitwise complement, i.e., the 
bitstring obtained by flipping all bits of x. 
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1 Prove that 
DESK(:) = DESK(x) 

for any x and K 

2 Deduce a brute force attack against DES with average complexity of 
254 DES encryptions. 
Hint: Assume that the adversary who is looking for K is given a 
plaintext block x and the two values corresponding to DESK(x) and 
DESK(:). 

D Solution on page 35 

Exercise 4 3DES Exhaustive Search 

1 What is the average complexity of an exhaustive search against the 
two-key 3DES? 

2 How can an adversary take advantage of the complementation prop- 
erty DESK(:) = DESK(x)? What is the complexity now? 

D Solution on page 36 

Exercise 5 2DES and Two-Key 3DES 

1 2DES encrypts a 64-bit message M in the following manner. 

Here, K1 and K2 are bitstrings of 56 bits each. 

(a) Give the average complexity of a "naive" exhaustive key search? 

(b) We perform now a meet-in-the-middle attack. Give an approxi- 
mate of the time and memory complexities. 

2 Two-Key 3DES encrypts a 64-bit message M in the following manner. 

Here, K1 and K2 are strings of 56 bits each. 

(a) What is the average complexity of a "naive" exhaustive search? 

(b) We are given a box that encrypts a message M according to 
(2.1). We may use the box to encrypt plaintexts of our choice. 
Denoting 0 the all-zero message, we first .build a table containing 



Conventional Cryptography 19 

the standard DES decryption of the message 0 under all 256 keys. 
Then we use a chosen-plaintext attack to build a second table 
containing the 256 ciphertexts resulting from box encryptions of 
the elements of the first table. Given these two tables, one can 
find both K1 and K2 used by the encryption box. Explain how 
one may proceed. The whole attack should take no more than 
260 DES encryptions (or decryptions) and no more than 261 bytes 
of memory. 

D Solution on page 37 

Exercise 6 *Exhaustive Search on 3DES 

We consider 3DES with three independent keys. Let P, C E (0, 1)64 be 

Figure 2.1. 3DES with three independent keys 

a plaintext/ciphertext pair, where C = 3DESk(P) for some unknown key 
k = (kl, k2, kg) (see Figure 2.1). We want to recover k by an exhaustive 
search. 

1 What is the number of DES encryptions/decryptions of Algorithm l ?  

Algori thm 1 Exhaustive key search algorithm on 3DES 
Input :  a plaintext/ciphertext couple (P, C )  
Ou tpu t :  key candidate(s) for k = (kl, k2, k3) 
Processing: 

1: for each possible key K = (K1, K2, K3) d o  
2: i f C = 3 D E S K ( P ) t h e n  
3: display K = (Kl, K2, K3) 
4: e n d  if 
5: e n d  for 

2 Let C* : {0,1)" 4 {0, 1)64 denote a uniformly distributed random 
permutation. What is the probability that C*(P) = C. 



20 EXERCISE BOOK 

3 Assuming that 3DESK roughly behaves like C* when K is a uniformly 
distributed random key, estimate the number of wrong keys (i.e., 
different from k) displayed by Algorithm 1. 

4 Assume that an adversary has t distinct plaintext/ciphertext pairs 
denoted (Pi, Ci) for i = 1,. . . , t ,  all encrypted under the same (still 
unknown) key k (so that Ci = 3DESk(Pi)). Write an algorithm sim- 
ilar to Algorithm 1 that reduces the number of wrong keys that are 
displayed (but which does at least display k). What is the total 
number of DES encryptions/decryptions of this algorithm? 

5 Express the average number of wrong keys that are displayed by your 
algorithm in function of t (which is the number of available plain- 
textlciphertext couples). Evaluate the necessary number of couples 
in order to be almost sure that only the good key k = (kl, k2, k3) is 
displayed. 

D Solution on page 37 

Exercise 7 An Extension of  DES t o  128-bit Blocks 

DES is a 64-bit plaintext block cipher which uses a 56 bit key. 

1 What is the complexity of exhaustive search against DES? 

We can increase the security against exhaustive search in a triple mode 
by using two-key 3DES. 

2 What is the complexity of exhaustive search against 3DES? 

3 We now consider the CBC mode of operation. We want to mount 
a "collision attack". Show how a collision on encrypted blocks in 
CBC mode can leak some information on the plaintexts. What is the 
complexity of this attack when the block cipher used is DES? What 
is the complexity if we replace DES by 3DES? How can we protect 
ourselves against this attack? 

We now try to transform DES into a block cipher with 128-bit plain- 
text blocks, that we denote ExtDES. We use a 112-bit key which is 
split into two DES keys K1 and K2. For this, we define the encryption 
of a 128-bit block x as follows: 

rn we split x into two 64-bit halves xr, and XR such that x = X L ~ ~ X R  

rn we let u~ = DESK, (xL) and UR = DESK, (XR) 
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we split uLlluR into four 32-bit quarters u l ,  u2, us, u4 such that 
UL = u111u2 and UR = u311u4 

rn we let VL = DES;(:(U~ IIu4) and VR = D E S K : ( U ~ ~ ~ U ~ )  
rn we split v ~ l l v ~  into four 32-bit quarters v1,v2,v3,v4 such that 

VL = v111v2 and VR = v311v4 

we let YL = DESK, (vlllv4) and y~ = DESK, (v311va) 
we define y = yL[lyR as the encryption E x ~ D E S ~ , ~ ~ ~ ,  (x) of x 

4 Draw a diagram of ExtDES. 

5 Explain how this special mode is retro-compatible with 3DES: if an 
embedded system implements it, how can it simulate a 3DES device? 
Same question with DES: how is this special mode retro-compatible 
with DES? 

6 Do you think that the new scheme is more secure than 3DES? Do 
you think that it is more secure than DES? 

7 Let x and x' be two plaintexts, and let y = ExtDESK, llK2 (x) and y' = 
ExtDESK, 11K, (2') be the corresponding known ciphertexts. Explain 
how a smart choice of x and x' allows us to detect that we have 
u4 = uh and vq = vh simultaneously (here uh and vi are the internal 
intermediate values for computing y'). 

8 Use the previous question to mount a chosen plaintext attack whose 
goal is to find a (x, x') pair with u4 = u& and v4 = vi simultaneously. 
What is the complexity of this attack? 

9 Explain how to use this attack in order to reduce the security of 
ExtDES to the security of DES against exhaustive search? What can 
you say about the security of ExtDES now? 

D Solution on page 40 

Exercise 8 Attack Against the OFB Mode 

Assume that someone sends encrypted messages by using DES in the 
OFB mode of operation with a secret (but fixed) IV value. 

1 Show how to perform a known plaintext attack in order to decrypt 
transmitted messages. 

2 Is it better with the CFB mode? 

3 What about the CBC mode? 

D Solution on page 42 
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Exercise 9 *Linear Feedback Shift Registers 

We consider the ring Z2[X] of polynomials with coefficients in Z2 
with the usual addition and multiplication. In the whole exercise, we 
consider an irreducible polynomial P ( X )  E Z2[X] of degree d. We define 
the finite field K = Z2[X]/(P(X)) of the polynomials with a degree at  
most (d - 1) with coefficients in Z2, with the usual addition and with 
the multiplication between a(X) ,  b(X) E Z2 [XI defined by 

a(X)  * b(X) = a(X)  x b(X) mod P (X) .  

We build a sequence so (X), sl (X), . . . in K defined by so (X) = 1 and 
st+1(X) = X * st(X) for all t > 0. We have 

st(X) = Xt mod P(X) for all t 2 0. 

1 Compute the first eight elements of the sequence when P(X) = X3 + 
X + 1. What is the period of the sequence? 

2 To each element q(X) = qo + - . . + qd-lXd-l of K we assign an integer 
T defined by 

4'90 +q1 ' 2 " ' +  qd-1 '2d-1. 

How is it possible to implement the computation of from st with 
the usual instructions available in a microprocessor? 

3 We define ct,j as being the coefficient of Xi in s t (X)  and the d x d 
matrix Mt with elements in Z2 as 

for 1 < i , j  L: d and t 2 0 .  

rn Show that there exists a relation Mt+1 = B x Mt and compute 
the matrix B. 

rn Show that for a given 0 5 j 5 d - 1, there exists an order-d linear 
recurrence relation for the sequence ct+d,j for all t 2 0, i.e., from 
C t , j ,  C t + l , j ,  . . . , ct+d-l,j one can linearly compute ct+d,j. 

rn How is it possible to build an electronic circuit which computes 
the sequence defined in the first question with 1-bit registers and 
1-bit adders? 

4 What are the possible values of the period of the sequence si(X) for 
i 2 O? When is it maximal? 

D Solution on page 42 
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Exercise 10 *Attacks on Cascade Ciphers 

In this exercise, we consider a block cipher of block length n and of 
key length e. The encryption function of the block cipher is denoted E. If 
P E (0, lIn denotes a plaintext and k E (0, lie is an encryption key, then 
Ek(P) = C E (0, lIn is the ciphertext obtained by encrypting P under 
the key k. We denote D the corresponding decryption function, such that 
Dk(Ek(P)) = P for any plaintext P E (0, l jn and any key k E (0, lie. A 
cascade cipher is the concatenation of L > 1 identical block ciphers with 
independent keys, denoted kl, . . . , k L .  In this configuration, the output 
of block cipher i is the input of block cipher i + 1. The plaintext is the 
input of the first block cipher and the ciphertext is the output of the 
last block cipher. For simplicity, we denote Eki and Dki by Ei and Di 
respectively (see Figure 2.2). 

What is the complexity (in terms of number of encryptions) of the 
exhaustive key search of Algorithm 2 on the block cipher? What 
is the complexity of a similar exhaustive key search on a cascade 
of L block ciphers? Give the name of an attack which reduces this 
complexity for the specific case where L = 2. Recall its complexity. 

Algorithm 2 Exhaustive key search algorithm 
Input: a plaintext/ciphertext pair (P, C) such that C = Ek(P) 
Output: key candidate(s) for k 
Processing: 

1: for each possible key K do 
2: if C = EK (P) then 
3: display K 
4: end if 
5: end for 

We now wonder how many (wrong) keys are displayed by Algorithm 2. 

2 Let C* : (0, l)n + (0, lIn denote a uniformly distributed random 
permutation. Let x and y be some fixed elements of (0, l I n .  What 
is the probability that C*(x) = y? Let K E (0,l)' be a random 

Figure 2.2. A cascade of L block ciphers 
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variable. Assuming that EK roughly behaves like C*, compute an 
estimation of the amount of wrong keys displayed by Algorithm 2. 
How many wrong keys are displayed for a similar algorithm on a 
cascade of L ciphers? 

Assume that the adversary knows t plaintext/ciphertext pairs, all cor- 
responding to the same key k .  

3 Write an optimized algorithm, similar to Algorithm 2, which exploits 
these t pairs to reduce the number of wrong guesses. Estimate the 
number of wrong keys that are displayed. 

4 If you replace the block cipher by a cascade of L block ciphers in 
your algorithm, what would be an estimation of the number of wrong 
keys which are displayed? Using your approximation, how should t 
be selected in order to be almost sure to have only one good key 
candidate after an exhaustive search on 3DES (with 3 independent 
keys)? 

D Solution on page 44 

Exercise 11 Attacks on Encryption Modes I 

In this exercise, we consider a block cipher of block length n and of 
key length e. The encryption function of the block cipher is denoted 
E. If P E (0, lIn denotes a plaintext, and k E (0, lie is an encryption 
key, then Ek(P) = C E (0, l)n is the ciphertext obtained by encrypt- 
ing P under the key k. We denote by D the corresponding decryption 
function, such that Dk(Ek(P))  = P for any plaintext P E (0, l)n and 
any key k E (0, lie. Instead of using a simple cascade of block ciphers, 
we consider so called multiple modes of operation. The four modes of 
operation we will consider are ECB, CBC, OFB, and CFB (represented 
on Figure 2.3). Just as cascade of block ciphers consists in concatenat- 
ing block ciphers, multiple modes of operation consist in concatenating 
modes of operations. For example, the notation CBClCFB refers to the 
mode where the output of the CBC mode is the input of the CFB mode 
(see Figure 2.4). 

Note that two independent keys are used here, one in the CBC mode, 
the other in the CFB mode. In this exercise, we assume that n > e (i.e., 
that the block length is larger than the key length) and that all the IV 's 
are known to the adversary. For simplicity, we denote Eki and Dki by Ei 
and Di respectively. 
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(a) ECB mode 

(b) CBC mode 

(c) OFB mode 

(d) CFB mode 

Figure 2.3. Basic modes of operation 
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Figure 2.4. The CBClCFB mode of operation 

1 Draw the scheme corresponding to the inversion of the CBClCFB 
mode represented in Figure 2.4. 

Consider the ECBIECBICBC-I mode of operation represented on Fig- 
ure 2.5. We are going to mount a chosen plaintext attack against it. The 
plaintext P we choose, is the concatenation of three n-bit blocks such 
that P = (A, A, B) (where A, B E (0, lIn denote arbitrary blocks of n 
bits). The three blocks of the corresponding ciphertexts are denoted C1, 
C2, and C3. 

2 Using the notations of Figure 2.5, find a relation between A", k3, 
IV, and C1. Similarly, find a relation between A", IV, C1, and C2. 
Deduce a relation between k3, IV, C1, and C2. 

3 Deduce an attack which recovers k3. Once k3 is found, how do you 
recover kl and k2? What is the complexity of the whole attack? 

We now consider the OFBlCBClECB mode (see Figure 2.6). This 
time, we are going to mount a chosen-ciphertext attack. The ciphertext 
C we choose, is the concatenation of four n-bit blocks such that C = 
(A, A, B,  B) (where A, B denote arbitrary blocks of n bits). The four 
blocks of the corresponding plaintext are denoted Pl to P4. 

4 Find a relation between kl, k3, IV1, IV2, PI, P2 and A. Similarly, 
find a relation between kl, k3, IV1, P3, Pq, A, and B. 

5 Deduce a (smart) attack that recovers kl and k3. Once this is done, 
how can k2 be recovered? Compute the complexity of the attack. 

P Solution on page 45 
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Figure 2.5. Attacking the ECBIECBICBC-l mode of operation 

Figure 2.6. Attacking the OFBlCBClECB mode of operation 
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Exercise 12 Attacks on Encryption Modes II 

We use the notations of the previous exercise. Here, we consider the 
CBCICBC-I ICBC-I mode (represented on Figure 2.7 for two plaintext 
blocks). For this attack, we mount a chosen-ciphertext attack. More- 
over, the adversary will have the ability to choose the value of IV2 (the 
values of IV1 and IV3 are only known and fixed). The attack we will 

consider is described in Algorithm 3. We denote c(" = (c!", 6;)) the 

ith chosen ciphertext and P(" = (Pii), Pii)) the corresponding plaintext. 

Similarly, IVY) denote the ith chosen value for IV2. 

Figure 2.7. Attacking the CBCICBC-'ICBC-' mode of operation 

1 Give an approximation of the complexity of Algorithm 3. 

2 Show that if P:) = P,(i1, then P$) = p2 (') 

Hint: Use the fact that we set c;) to IVY) in Algorithm 3. 

3 Find a relation between IVY), IV!$, K3, IV3, Cii), and c?) equiva- 

lent to the condition P:" = P?. 

4 Deduce an attack that recovers the value of K3. Once K3 is found, 
how can K1 and K2 be recovered? What is the overall complexity of 
the attack? 
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Algorithm 3 Looking for collisions in C B C I C B C - ~ I C B C - ~  
Output:  P(", ~ ( j ) ,  d i ) ,  and such that P,(" = P?) 
Processing: 

1: i t 1  
2: repeat  
3: Choose c!" and I V ~ )  at random 

(i) 4: cy c IV, 

5: Obtain and store P:" and P?) 
- 

6: i t i + l  
i: until P,(" = P?) for some j < i 
8: Display ~ ( ~ 1 ,  ~ ( j ) ,  ~ ( ~ 1 ,  and 

D Solution on page 47 

Exercise 13 *A Variant of A511 I 

In stream ciphers, the prevailing encryption is a bitwise XOR opera- 
tion between the m-bit plaintext and the m-bit keystream which is the 
output of a so-called keystream generator fed by the L-bit secret key, 
where m is much larger than !. An ideal assumption for good stream 
ciphers is that any &bit window of the m-bit keystream is eventually 
modified when the Gbit key is modified. This exercise aims at doing 
a small test of the above assumption, taking as an example the A511 
keystream generator. A511 consists of three Linear Feedback Shift Reg- 
isters (LFSRs) denoted by R1, R2, and R3, with respective length of 19, 
22, and 23 bits. The total content of all three LFSRs is 19+22+23 = 64 
bits. Hereafter we call the 64-bit initial content (also called initial state) 
of the three LFSRs as the key of A5/1. We denote by Ri[n] the content 
of the nth cell of &, for i = 1,2,3, where n starts at 0. Each LFSR has 
one clocking tap: R1[8], R2[10], and R3[10]. At each clock cycle, one 
keystream bit is generated according to the following procedures (see 
Figure 2.8): 

The three LFSRs make a clocking vote according to the majority of 
the current three clocking taps. 

Each Ri compares the voting result with its own clocking tap. If they 
are equal, Ri is shifted: 

- a feedback bit is computed by XORing the content of the fixed 
subset of cells of Ri, i.e., the feedback for R1, R2, and RQ is 
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- the content of all cells in Ri (except the leftmost) are shifted to 
the left by one position simultaneously; 

- Ri[O] is updated by the precomputed feedback; 

u . 
majority control shift direction 

I 

18 13 8 0 

Figure 2.8. A511 keystream generator 

I 

1 Show that when R1 is loaded with a special initial state, then, re- 
gardless of its movement in the future, its state never changes. Is it 
possible to extend your solution to R2 and R3? 

R1 

2 Use the previous answer to disprove the aforementioned assumption 
in the following special case of A5/1: show that the all-zero 64-bit 
keystream can be generated by different 64-bit keys. 

3 Compute a tight lower bound on the number of different keys that 
generate such a keystream. 

I I L- I I 

63 4 
output 21 1:o 0 

- & t ( I I I I I I I I I I I I I I I / l I I I I R 2  A 1 I 

rn I 4 
I 

22 LO 7 0 

Let us now consider a variant of A5/1, by replacing the majority function 
with the minority function for the clocking vote, where the minority 
function of three binary bits a ,  b, c is defined by 

I 
I 

i f a = b = c  
minority(a, b, c )  = 

a $ b $ c otherwise. 

I R3 

4 Similarly to Question 2, show that several keys will produce the all- 
zero 64-bit keystream for this variant. 

I I l I a ! 
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5 Recompute Question 3 under the constraint that initially two clocking 
taps out of three are both one. 

6 Check whether the assumption is true or false now for this variant of 
A5/1. 

7 Compare the lower bounds obtained in questions 3 and 5, and briefly 
discuss the security strength of A511 and its variant. 

D Solution on page 49 

Exercise 14 *A Variant of A511 II 

We consider the A511 keystream generator described in Exercise 13 
and shown on Figure 2.8. We assume that the three initial values of the 
LFSRs are chosen independently and uniformly at random. 

1 For i = 1,2,3,  what is the probability that Ri is shifted at  the first 
clock? What is the probability that it is not shifted? 

2 What is the probability that exactly two LFSRs are shifted at the 
first clock? 

3 What is the probability mass function for the movement of three 
LFSRs at the first clock? 

4 What is the conditional probability mass function of the first clocking 
given the initial clocking? 

We define the minority function between three binary bits a ,  b, c by 

i f a = b = c  
minority(a, b, c)  = 

a @ b @ c otherwise. 

We consider a variant of A511 where we replace the majority function 
with the minority function for the clocking vote. 

5 Recompute the previous questions for this variant of A5/1. 

6 What conclusion can you draw about the security strength of using 
majority and minority function for the clocking vote? 

D Solution on page 51 
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Exercise 15 *Memoryless Exhaustive Search 

A cryptanalyst would like to break a keyed cryptographic system. 
Assume he has access to an oracle which, for each queried key, answers 
whether it is the correct one or not. We use the following notations. 

The total number of possible keys is denoted N .  The list of all 
possible keys is denoted {kl, k2,. . . , kN). 

The random variable corresponding to the key known by the oracle 
is denoted K ,  i.e., the correct key known by the oracle is ki (i E 
(1, . . . , N)) with probability Pr[K = ki]. Unless specified, K is not 
assumed to be uniformly distributed. 

4 The random variable corresponding to the key chosen by the crypt- 
analyst is denoted E, i.e., the probability that the cryptanalyst sends 
ki (i E (1,. . . , N))  to the oracle is P ~ [ E  = ki]. 

The cryptanalyst iteratively queries the oracle with randomly selected 
keys, in an independent way, until he finds the right one. Note that, 
as the queries are independent, the complexity could in principle be 
infinite (we say that the algorithm is memoryless). The strategy of the 
cryptanalyst is to select a distribution for his queries. 

1 Compute the expected complexity E[C] (in terms of oracle queries) 
in general, and when the key distribution is uniform (i.e., when K is 
uniformly distributed). How do you improve the attack? 

2 If the a priori distribution of the keys is not uniform (but known by 
the adversary), what is the best memoryless algorithm for finding the 
key with the oracle? Prove that its complexity relates to the R h y i  
entropy of coefficient $ defined by 

Reminder: Lagrange multipliers can be used to find the extremum 
of a function 
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subject to the k < n constraints 

where f ,  gl , . . . , gr, are functions with continuous first partial deriva- 
tives. Consider the function Q, : Rn t R defined by 

The Xi's are the Lagrange multipliers. If a point a = (al, . . . , a,) E 
Rn is an extremum of f under the conditions (2.2), it must satisfy 

I g1 (a) = g2 (a) = . . . = gk (a) = 0, 

( 3  9 )  

Therefore, in order to find an extremum of f under the conditions 
given by (2.2), one should solve (2.3) with respect to the variables 
a l , a2 , . . .  , an ,Xl , . . .  , h e  

D Solution on page 53 
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Solutions 

Solution 1 Weak Keys of DES 

If the subkeys kl  to k16 are equal, then the reversed and original key 
schedules are identical. In that case, DESk clearly is an involution. The 
sixteen subkeys will be equal when the registers C and D are all-zero 
or all-one bit vectors, as the rotation of such bitstrings has no effect on 
them. Therefore, the four weak keys of DES can easily be computed 
by applying P C I - I  to the four possible combinations of these C and D 
values. We have represented the weak keys of DES on Table 2.1, where 
{bin denotes a sequence of n bits all equal to b. The existence of weak 
keys is known at least since the publication of [14]. 

Table 2.1. Weak keys of DES 

Solution 2 Semi-Wea k Keys of DES 

First, note that it is possible to generate a DES decryption schedule 
on-the-fly. After k16 is generated, the values of C and D are equal 
to the original ones, since they both have been submitted to a 28-bit 
rotation. Thus, provided that one exchanges the left rotations with 
right rotations and the amount of the first rotation to 0 (instead of l), 
the same algorithm used to generate kl  up to k16 can also generate the 
subkeys kls  down to k l .  

A pair of semi-weak keys occurs when the subkeys kl through k16 
of the first key are respectively equal to the subkeys k& through k i  of 
the second one. This requires that the following system of equations is 
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verified. 

Of course, a similar system should also hold between D and Dl. Re- 
placing the ri7s by their values, it is easy to see that the systems imply 
that C = ROL2i+l(C1) and D = ROL2i+l(D1) for any integer i. From 
this, we deduce the possible shapes of subkeys registers. They are rep- 
resented on Table 2.2, where {bin denotes a sequence of n bits all equal 
to b and where {blb2jn denotes a sequence of 2n bits having the follow- 
ing shape: blb2blb2 . . . blb2. The final semi-weak keys are obtained by 
applying PCI-I on (C, D) and on (C1, Dl). The existence of semi-weak 
keys is known at least since the publication of [14]. 

Table 2.2. Semi-weak key pairs of DES 

Solution 3 Complementation Property of  DES 

1 First note that Z@ y = and that Z@ y = x @ y. The initial and 
final permutations (IP and IP-l) do not have any influence on our 
computations, so we will not consider them. We can write one round 
of DES as 

(CL, CR) +- (PR, PL @ F(PR, K ) )  

where PL and PR denote the left and right half of the plaintext, 
respectively, where CL and CR denote the left and right half of the 
ciphertext and where K denotes the key. From the definition of the 
key schedule algorithm, we see that if we take the bitwise complement 
of the key, then each subkey will turn into its bitwise complement as 
well. Furthermore, from DES F-function definition, we can see that 
if we complement its input and the subkey, then the input of the 
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S-boxes and thus the output will remain the same. We can thus 
write 

If we extend this to the whole Feistel scheme, then we can conclude 
that DES,(:) = DESK(.). 

2 Algorithm 4 describes a brute force attack that exploits the comple- 
mentation property of DES. Note that in this algorithm, Z corre- 
sponds to DESk(x) = DES%(z). Therefore, if the condition of line 6 is 
true, we almost surely have K = z. In the loop, the only heavy com- 
putation is the computation of DESk(x), and we expect to perform 
254 such computations. 

Algorithm 4 Brute force attack using the complementation property 
Input: a plaintext x and two ciphertexts DESK(x) and DESK(:) 
Output: the key candidate for K 
Processing: 

1: for all non-tested key k do 
2: c c DESk(x) 
3: i fc=DESK(x)then 
4: output k and stop. 
5: end if 
6: ifi?=DESK(:)then 
7: output % and stop. 
s: end if 
9: end for 

The complementation property of DES is known at least since the pub- 
lication of [14]. 

Solution 4 3DES Exhaustive Search 

1 As the total length of the key is 112 bits, the average complexity of 
an exhaustive search against two-key 3DES is . 2112 = 2'l1. 
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2 It is easy to see that the complementation property of DES can be 
extended to 3DES: 

Using an algorithm very similar to Algorithm 4 (where we just replace 
DESK by 3DESKl,K2), we can reduce the complexity by a factor 2. 
The average complexity becomes 2'". 

Solution 5 2DES and Two-Key 3DES 

1 (a) A naive exhaustive search has a worst-case complexity of 2112 DES 
evaluations and an average complexity of 2ll1 DES evaluations. 

(b) A meet-in-the-middle attack has a memory complexity of 256 64- 
bit blocks and a computational complexity of approximately 2.256 
DES evaluations. 

2 (a) A naive exhaustive search for a two-key 3DES has a worst-case 
complexity of 3 2112 DES evaluations and an average complexity 
of 3 - 2''' DES evaluations. 

(b) The attack is given in Algorithm 5. It  focuses on the case where 
the result after the first encryption stage is the all-zero vector, 
denoted by 0. Note that in the algorithm, 

and thus, 
B ~ ,  = DES;;: (0) = PK2. 

Consequently, the two keys kl, k2 found in line 10 in the algorithm 
(such that Bk, = Pk2) are indeed a candidate solution pair. The 
number of DES encryptions in Algorithm 5 is 256 5 < 2". Both 
tables store 256 entries of 56 + 64 = 120 < 27 bits each. The 
memory requirements is thus 2 . 256 . 27 . T3 = 261 bytes. 

Solution 6 *Exhaustive Search on 3DES 

1 The algorithm successively tries each possible key. It  does not stop 
until the last possible key is tried. Therefore, the number of iterations 
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Algorithm 5 Attacking two-key 3DES 
Input: a box 3DESKlIK,(.) encrypting 64-bit plaintexts according to 

(2.1), under the keys K1 and K2 
Output: K1 and K2 
Processing: 

1: for all k E (0, 1)56 do 
2: P ~ + D E s ; ~ ( o )  
3: store (Pk, k) in a table Tl (sorted according to Pk) 
4: Ck  DESK^, KZ ( P k  ) 
5: B~ + DES;~(C~)  
6: store (Bk, k) in a table T2 (sorted according to Bk) 
7: end for 
8: sort the table TI according to the Pk's values 
9: sort the table T2 according to the Bk7s values 

lo: Store the keys kl,k2 E (0, 1)56 such that Bkl = Pk2 in another 
table T. This table contains candidate solution pairs K1 = kl and 
K2 = k2. 

11: If there are more than one candidate in T, test each key pair on a 
small number of plaintext/ciphertext pairs until only one remains. 
Display this solution. 

is exactly equal to the number of possible keys times the number of 
DES encryptions for each (which is 3). Therefore, the number of DES 
encryptions/decryptions of the algorithm is 3 . 23'56 = 3 2168. 

2 The random permutation C* is uniformly distributed among all pos- 
sible permutations, and there are (2")! of them. Consequently, if 
c : (0, 1)64 + (0, 1)64 is a given permutation, we have Pr[C* = c] = 

(see Exercise 1 in Chapter 1). Now, we are given two (fixed) 

values P, C E { O , I ) ~ ~ .  We have 

where the last sum simply is the number of permutations mapping 
P on C,  which is the number of permutations of a set of cardinality 
264 - 1. Finally, 

Pr[C* (P) = C] = 
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3 We assume that PrK[3DESK(P) = C] = Prc* [C*(P) = C] = 2-". 
Multiplying this probability by the number of tried keys, we obtain 
the number of keys that are displayed: 

All the displayed keys (except one) are wrong keys! 

4 We consider Algorithm 6. The algorithm clearly displays k as we do 

Algori thm 6 Exhaustive key search algorithm on 3DES, using t plain- 
textlciphertext pairs 
Inpu t :  t plaintext/ciphertext pairs (Pi, Ci), for i = 1, . . . , t ,  all en- 

crypted under the same key k 
Ou tpu t :  key candidate(s) for k = (kl, k2, k3) 
Processing: 

1: for each possible key K = (Kl,  K2, K3) d o  
2: i f C i = 3 D E S K ( P i ) f o r i = 1 ,  . . . ,  t t h e n  
3: display K = (Kl , K2, K3) 
4: e n d  if 
5: e n d  for 

have Ci = 3DESk(Pi) for all i = 1, .  . . , t .  It  reduces the number of 
wrong keys that are displayed because it is clearly more difficult to 
find a wrong key satisfying Ci = 3DESL(Pi) for i = 1, .  . . , t (with 
t > 1) than to find a wrong key such that C = 3DESz(P) (for only 
one pair). The total number of encryption/decryption steps that 
have to be performed is simply t times the number found in the first 
question (we assume that we always perform t times 3DES in the if 
statement of the algorithm). Therefore, this algorithm needs 3 .  2168. t 
encryptions/decryptions. 

5 Still assuming that PrK[3DESK(P) = C] = Prc* [C*(P) = C] = 2-64, 
the mean value N of wrong keys displayed by Algorithm 6 is 

N = number of tried keys x 11 Pr[3DESK (Pi) = Ci] 
i=l K 

Table 2.3 gives the approximate number N of wrong keys that are 
displayed, in terms of the number t of available plaintext/ciphertext 
pairs. According to this table, only 3 pairs are necessary to make 
almost sure that only the good key will be displayed. 
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Table 2.3. Average value N of wrong keys that are displayed by Algorithm 6, in 
terms of the number t of plaintext/ciphertext pairs 

Solution 7 An Extension o f  DES to  128-bit Blocks 

1 The exhaustive search complexity is 256 in the worst case. It  is 255 
in average and can be reduced by a factor of 2 by using the comple- 
mentation property (see Exercise 3 in this chapter). 

2 A key for 3DES consists of two keys for DES, so the key length is 112. 
The exhaustive search complexity is thus 2112 in the worst case for 
3DES. It  is 211' in average and can be further reduced by a factor of 2 
by using the complementation property (see Exercise 4 in Chapter 2). 

3 In CBC mode of operation, the ith ciphertext block yi is 

where xi is the i th plaintext block. If it happens that yi = yj (which 
is a collision), we deduce that y+l$ xi = yj-1 $ x j  which leads to 

yi-1 a3 yj-1 = xi a3 xj. 

Hence, we can thus deduce some plaintext information from the value 
yi-1 $ yj-1. The complexity corresponds to the expected number of 
blocks after which we can expect a collision (see Exercise 1, Chap- 
ter 3). According to the Birthday Paradox, we know that we need a 
number of blocks within the order of magnitude of the square root of 
the cardinality of the output domain, i.e., @ = 232. We note that 
the complexity of this attack is not increased by using 3DES instead 
of DES as the block size remains the same. In order to thwart this 
attack, we thus need to enlarge the block size. 

4 See Figure 2.9. 

5 With XL = XR, we obtain yr, = y~ = 3DESKI,K2 (xL). So a circuit 
which computes this new scheme can be used to compute 3DES. 

Similarly, with Kl  = K2, we obtain compatibility with DES. 

6 The previous question leads to the intuition that this new scheme is 
at  least as strong as DES and 3DES. It seems more secure than DES 
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Figure 2.9. A 128 bit extention of DES 

as the key size is increased and at least as secure as 3DES as the key 
size is the same. The advantage of this scheme is that it is protected 
against the collision attack in CBC mode. 

7 If we choose x and x1 such that XL = x i ,  then 

8 We take an arbitrary (fixed) 64-bit string a. For many 64-bit strings 
p we encrypt x = all& With non-negligible probability, we will get 
a collision on the yL's after a number of encryption within the order 
of magnitude of 232. We will thus get x = aIIP and x1 = allP1 such 
that u4 = U& and v4 = v i .  The complexity is within the order of 
magnitude of 232. 

9 After the previous attack, the equation u4 = uI4 can be written as the 
equality between the 32 rightmost bits of DESK, (P) and DESK, (PI). 
The equation v4 = v i  can be written as the equality between the 32 
rightmost bits of DESL; (yL) and DESF; (yi).  We can thus perform an 
exhaustive search in order to recover K1, by testing both equalities. 
This attack requires 256 operations. Note that with high probabil- 
ity, only the right key is raised. Once K1 is found, 256 additional 
operations are required in order to recover K2. 
We now see that this new scheme can be broken within about 256 op- 
erations. Consequently, it is not more secure than DES and definitely 
less secure than 3DES. 
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Solution 8 Attack Against the  OFB Mode 

1 The OFB mode is nothing but a one-time pad with a sequence gen- 
erated from the IV and the secret key. If they are both fixed, the 
sequence is always the same as it is independent from the plaintext. 
Therefore, from a known plaintext attack with only one known mes- 
sage, we can recover the key stream and decrypt any new ciphertext 
(of the same length or shorter). 

2 The CFB mode is stronger against this issue, except for the first 
block. The first encrypted block is equal to the first plaintext block 
XORed with a value generated from IV and from the key only. The 
next values in the sequence depend on the plaintext. Similarly, note 
that if two plaintexts are equal on their first n blocks, the knowledge 
of one of the plaintexts allows to recover the (n + 1)th block of the 
other plaintext. 

3 The CBC mode is not vulnerable to this kind of attack. 

Solution 9 *Linear Feed back Shift Registers 

1 The first eight elements of the sequence are given in Table 2.4, from 
which it is clear that the period is equal to 7. 

Table 2.4. The first values of the simple LFSR sequence 

2 We use a LSL (Logical Shift Left) instruction which shifts an integer 
one bit to the left. Furthermore, we suppose that we can test the 
bit in position d (the leftmost one being in the carry flag after a 
shift). If it is equal to 1, then one subtracts P ( X )  in order to get 
the remainder. Note that subtracting P ( X )  simply corresponds to 
XORing P ( X )  as we work modulo 2 here. 

3 We let P ( X )  = P o + P I X + . . . +  PdPlXd-I + x d .  Let Q(X)  = Qo+ 
. + Q ~ - ~ x ~ - ~  be a polynomial of K. It can be represented by a row 
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vector G = (QO, . . . , Qd-1) E z;. Consequently, the multiplication 
by X in K can be represented by a matrix multiplication. Indeed, if 
we denote by R ( X )  = Ro + - .  - + R ~ - ~ x ~ - ~  = X * Q ( X ) ,  we have 

or equivalently 

From the previous equation, it is clear that the multiplication by X 
can be represented by. 

0 1 0 

- 
R = G x B where B = 

0 0 0 - . -  
Po PI P2 . . .  Pd-I 

By definition of the sequence, we thus have Bi+t = Si+t-l x B for all 
i 2 1 and t 2 0. Noting that the ith row of Mt corresponds to 3i+t-1 

and that the i th of Mt+1 corresponds to Si+t, we deduce that 

Noting that Mo is the identity matrix, we can see that Mt = Bt  for 
all t 2 0. Consequently Mt and B commute, so that Mt+1 = B x Mt. 
The linear recurrence is now given by 

If we take the irreducible polynomial of degree 3 of the first question 
as an example, we obtain 

which can be computed by the circuit shown on Figure 2.10. 

4 The natural subgroup K*  of the field K is of cardinality (2d - 1).  The 
set { X t  mod P ( X )  , t 2 0 )  being a subgroup of K*, its order must 
divide (2d - 1). Thus, the period of the sequence must be a divisor 
of (2d - 1).  The period is maximal if X is a primitive element of K ,  
i.e., a generator of K*. 
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Figure 2.10. A circuit implementing the recurrence formula of the 

Solution 10 *Attacks on Cascade Ciphers 

LFSR 

1 The time complexity is 2e. A cascade of L block ciphers can be viewed 
as a block cipher of key length L . l (as the L keys are independent), 
so that the time complexity would be 2L'e. 
When L = 2 the meet-in-the-middle attack reduces the time com- 
plexity from 22e down to 2 . 2e = 2e+1. In that case, the storage 
complexity is 2e. 

2 As in Solution 6, we can prove that Pr[C*(x) = y] = 2Tn. As- 
suming that EK roughly behaves like a random permutation when 
K is randomly chosen among all possible wrong keys, we estimate 
Pr[EK(P) = C] x 2-n. Thus, the number of wrong keys displayed 
by the algorithm is approximately 2e - 2-n, that is 0 ( 2 ~ - ~ ) .  For a 
cascade cipher, a total of wrong keys are displayed. 

3 Algorithm 7 exploits the t pairs at disposal. Considering that EK 

Algori thm 7 Exhaustive key search algorithm with t plain- 
textlciphertext pairs 
Input :  t plaintext/ciphertext pairs (Pi, Ci), such that Ci = Ek(Pi), with 

i = l ,  . . . ,  t 
Ou tpu t :  key candidate(s) for k 
Processing: 

1: for each possible key K d o  
2: i f C i = E K ( P ! ) f o r a l l i = l ,  . . . ,  t t h e n  
3: display K 
4: e n d  if 
5: e n d  for 

roughly behaves like a random permutation when K is chosen among 
all possible wrong keys, we obtain 

t 

Pr[EK(Pi) = Ci for all i = 1 , .  . . , t] x n ~ r [ ~ ~ ( & )  = G] x 2-tn . 
i=l 
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Table 2.5. Exhaustive key search on 3DES 

t 1 2 3 4 
Approx, number of wrong keys 2 .  lo31 1012 6 .  lop8 3 .  

The number of wrong keys displayed by Algorithm 7 is thus ~ 3 ( 2 ~ - ~ ~ ) .  

4 The number of wrong keys in this case is 0 ( 2 ~ " - ~ ~ ) .  For 3DES, 
L = 3, l = 56, and n = 64. The number of wrong keys displayed 
are given in Table 2.5 for different values of t. With 3 pairs, the 
adversary makes almost sure that only the good key is displayed. 

More details about cascade ciphers and their security can be found 
in [29]. 

Solution 11 Attacks on Encryption Modes I 

1 The inverse of the CBClCFB mode is represented on Figure 2.11. 

Figure 2.11. The inverse of the CBClCFB mode 

L It  can eas ily- be checked that D3(At1) @ IV = C1 and that IV 
A" @ C2, so that 

(2.4) 

3 Algorithm 8 recovers Ic3 with a time complexity of ~ ( 2 ~ ) .  As n > l ,  
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Algorithm 8 Recovering ks in ECBIECBICBC-I mode 
Input: the initial vector IV and two ciphertext blocks C1 and C2 
Output: key candidate(s) for ks 
Processing: 

1: for each possible key K3 do 
2: if Equation (2.4) holds then 
3: display K3 
4: end if 
5: end for 

it does not yield any wrong key (with high probability). Once ks is 
found, the adversary can peel the third layer off, and do a meet-in-the- 
middle attack on the last two layers. Note that we typically need both 
plaintext blocks A and B in order to eliminate wrong key candidates 
during the meet-in-the-middle. The complexity of this part of the 
attack is ~ ( 2 ' )  in time and ~ ( 2 ' )  in storage. The complexity of the 
whole attack is ~ ( 2 ' )  in time, ~ ( 2 ' )  in storage, and we need 3 chosen 
plaintext blocks. 

4 It can easily be checked that 

and that 

5 Algorithm 9 uses a technique similar to a meet-in-the-middle attack 
in order to recover kl and ks. The time complexity is 0(2') and 
the storage complexity is ~ ( 2 ~ ) .  As n > ! and as two equations 
have to hold before a key pair can be displayed, the algorithm does 
not yield any wrong key pair (with high probability). Once kl and 
k3 are found, the adversary can peel off the first and third layers 
and perform a simple exhaustive search on k2 in 0 ( 2 ~ ) .  The overall 
complexity of the attack is ~ ( 2 ~ )  in time, ~ ( 2 ' )  in storage, using four 
chosen ciphertext blocks. 

A detailed study of cryptanalysis of multiple modes of operation can be 
found in [3, 41. More recently, known-IV attacks against triple modes of 
operation were proposed in [20]. 
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Algorithm 9 Recovering kl and k3 in OFBlCBClECB mode with a 
meet-in-the-middle attack 
Input: the initial vectors IV1 and IV2, the plaintext blocks PI, P2, P3, 

and P4, the two ciphertext blocks A and B 
Output: key candidate(s) for kl and k3 
Processing: 

I: for each possible key K3 do 
2: insert (D3 (A), D3(A) @ D3 (B), K3) in a table (keyed with the first 

entries) 
3: end for 
4: for each possible key K1 do 
5: if equations (2.5) and (2.6) hold then 
6: display (K1, K3) 
7: end if 
8: end for 

Solution 12 Attacks on Encryption Modes II 

Figure 2.12. Collisions in CBCICBC-' ICBC-' mode 

1 The algorithm stops when a collision between two strings of n bits 
occurs. Therefore, its time complexity is 0 ( 2 ~ / ~ ) .  
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2 We use the notations of Figure 2.12. We assume that P,(") = P?) for 
some i # j .  As IV1 is a constant, this implies that 

We also have 

so that BY) = BF) because of (2.7). Thus, by using (2.7) again, we 
obtain 

(4 - (d A2 - A, . (2.8) 

From (2.7) and from (2.8) we conclude that 

3 As IV1 is constant, 

4 Algorithm 10 recovers K3 in 2k time complexity. Once K3 is found, 
the adversary can peel the third layer off and mount a meet-in-the- 
middle attack on the first two layers. The overall complexity of the 

Algorithm 10 Recovering ks CBCICBC-'1c~C-l mode - - - 

Input: I V ~ ) ,  IVY), IV3, c!", and c?) 
Output: key candidate(s) for k3 
Processing: 

1: for each possible key K3 do 
2: if Equation (2.9) holds then 
3: display K3 
4: end if 
5: end for 

attack is 0 ( 2 ~ )  in time, ~ ( 2 ' )  in storage, and needs ~ ( 2 ~ 1 ~ )  chosen 
ciphertexts. 

A detailed study of cryptanalysis of multiple modes of operation can be 
found in [3, 41. More recently known-IV attacks against triple modes of 
operation were proposed in [20]. 
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Solution 13 *A Variant of A511 I 

1 When R1 is loaded with all zeros, no matter which subset of cells is 
chosen to compute the feedback, the feedback is always zero, hence, 
the next state of all zeros does not change. Of course, this also applies 
to R2 and R3. 

2 When two LFSRs out of three are initialized by all zeros, we can view 
A511 equivalently as consisting of the remaining single LFSR, which 
outputs the leftmost bit at  each clock pulse and is shifted if and only 
if its clocking tap is zero. Note that the clocking tap of a non-zero 
LFSR cannot always be zero. Thus, after a limited number of clock 
pulses, the clocking tap of the equivalent LFSR would be equal to 1 so 
that the LFSR will stop forever and output the same bit. So, as long 
as the non-zero LFSR outputs zero before (and when) its clocking 
tap turns to 1, A511 generates the all-zero keystream (including the 
special case of three all-zero LFSRs initially). 

3 We consider the following four different cases: 

w For R1 = Rz = R3 = 0: There is only one (trivial) possibility. 

w For R1 # 0 and R2 = R3 = 0: If R1[8] = 1, R1 is never shifted. 
In that case, it is sufficient to also have R1[18] = 0 to obtain 
a keystream with only zeros. This leaves 219-2 = 217 different 
initialization states. We can also consider the case where R1 [8] = 
0 and R1[7] = 1, so that R1 will be shifted exactly once. Here, 
it is sufficient to have R1 [18] = R1 [17] = 0 to obtain a keystream 
with only zeros. This leaves 219-4 = 215 d ifferent initialization 
states. Following the same reasoning, we deduce the following 
lower bound on the number of possible initializations states in 
this case: 

w For R2 # 0 and R1 = R3 = 0: We similarly obtain a lower bound 
eaual to 

For R3 # 0 and R1 = R2 = 0: We similarly obtain a lower bound 
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Summing these values, we conclude that there are at least 222 such 
initialization states. 

4 When the initial clocking taps of the three LFSRs are all equal, none 
of the three LFSRs will ever be shifted. Hence, provided that the 
XOR of the three LFSRs output bits is zero at  some time, we will 
obtain the all-zero keystream. 

Alternatively, when one LFSR out of three is all-zero initially and the 
initial clocking taps of the other two LFSRs are both one, then only 
the all-zero LFSR is shifted (without changing its state however). I t  
is actually shifted forever, while the remaining two LFSRs would stop 
forever. So, as long as the leftmost bits of two non-zero LFSRs are 
equal and the clocking taps are both one, the variant A511 generates 
the all-zero keystream. 

5 We consider the following four different cases: 

a Case where the three LFSRs all stop forever: we have 264-2-1 = 
261 different initial states that satisfy two linear relations: one 
clocking constraint and one output constraint. 

a For R1 = 0: In this case, if R2[10] = R3[10] = 1 and R2[21] = 
R3[22] we know that we obtain the all-zero keystream. There 
are 222+23-3 = 242 different initial states that satisfy these con- 
straints. 

a For R2 = 0: Similarly, we find 219+23-3 = 239 different initial 
states that produce the all-zero keystream. 

a For R3 = 0: Similarly, we find 219+22-3 = 238 different initial 
states that produce the all-zero keystream. 

Summing up these values, we obtain a lower bound between 262 and 
263 on the number of possible initial states that produce the all-zero 
keystream. 

6 Obviously, the assumption does not hold for this variant of A5/1. 

7 A keystream generator should avoid generating the same keystream 
under several keys. These kind of keys are called "weak keys". Al- 
though we only computed lower bounds on the number of weak keys 
for both A511 and its variant, the huge difference between the two 
bounds (222 for the real A511 against 262 for its variant) suggests 
that the variant is much weaker. 
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Solution 14 *A Variant of A511 II 

1 Let Ti denote the value of the clocking tap of Ri just before it is 
clocked, for i = 1,2,3. We denote by P : ~ ~ ~ ~ ~ ~  the probability that Ri 
is shifted at  the next clock, and P ! ~ ~ ~  the probability that it is not. 
By symmetry, it is sufficient to compute this probability for R1. As 
R1 is not shifted if and only if TI # T2 = T3, we have 

pfixed - 1 1 
1 - 23 ~ T I + T ~ = T ~  = - 

Ti 7 2  ,T3 
4 '  

So that the probability that it is shifted is P T ~ ~ ~ ~ ~ ~  = 1 - P P d  = 2. 
By symmetry, we obtain the same probabilities for R2 and R3, i.e., 

2 Clearly, either 2 or 3 LFSRs are shifted at each clock. In other 
words, when one LFSR is fixed, the two others are shifted. The 
probability that exactly two LFSRs are shifted is thus equal to the 
probability that exactly one is fixed. This probability is simply equal 
to plfiXed + p2fixed + p3fixed = 2 as the three events are disjoint. 

3 We denote by ct E { O , 1 ,  2,3) the way the LFSRs are shifted at time t .  
More precisely, we denote by ct = 0 the case where all three LFSRs 
are shifted, and by ct = i the case where Ri is fixed (the two others 
being necessarily shifted). F'rom the previous questions, we immedi- 
ately obtain 

0 1 Pr[c = i ] = -  fo r i=0 ,1 ,2 ,3 .  
4 

4 If all LFSRs are shifted at time 0, we know that all three taps had 
the same value. But as we assumed that the cells of the LFSRs were 
drawn independently, this tells us nothing about cl, and thus 

1 0 1 Pr[c = clc = 01 = pr[cl = c] = - for all c E {O,1, 2,3). 
4 '  

When c0 # 0, exactly two LFSRs are shifted. As the two new values 
of the clocking taps are uniformly distributed and independent ran- 
dom values, then we have no information whatsoever about the next 
majority value and hence, neither about cl. Therefore, 
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We conclude that, for all c, c' E {O,1, 2,3), 

which corresponds to a uniform distribution. 

5 We consider the variant of A5/1. We first note that in this case, 
either exactly one LFSR is clocked (when its clocking tap is different 
from the two others) or no LFSR is clocked at all (when all three 
clocking taps are equal). Using the notations of Question 1, we have 

pfixed - 1 1 3  -Pr [T2#T3]+Pr[Tl=T2=T3]=-+-=- .  
2 4 4  

Consequently, by symmetry, 

p p d  - - - 3 and 
4 

The probability that all three LFSRs stay still during next clock is 
Pr[Tl = T2 = T3] = i, and the probability that exactly one LFSR is 
shifted is pfhifted + p;hifted + pihifted = 3 

Ti. 
We denote ct E {0,1,2,3) the way the LFSRs are shifted a t  time 
t .  This time, we denote by ct = 0 the case where all three LF- 
SRs stay still at  time t ,  and by ct = i the case where Ri is clocked 
(the remaining two LFSRs staying necessarily still). We verify that 
Pr[cO = 01 = 1 4 and that Pr[cO = i ]  = pghifted = a. Therefore, the 
distribution of c0 is uniform. 

Obviously, if no LFSR is shifted at  time t ,  no LFSR will ever be 
shifted. Therefore Pr[cl = OlcO = 01 = 1 and Pr[cl # OlcO = 01 = 0. 
Moreover, if two taps have the same value at time t ,  the correspond- 
ing LFSRs will never be clocked (as they will never be in a minority). 
Therefore, letting c # 0, Pr[cl 4 (0, c)lcO = c] = 0 and, by indepen- 
dence of the LFSRs cells, 

6 For the majority control, the conditional mass function is identical 
to the mass function, which means the next clocking and the current 
clocking are independent. We notice that this is definitely not the 
case for the minority control. In terms of entropy, we can see that 
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H (cl lcO) = $ (resp. 2), and H (cO) = 2 (resp. 2) under minority (resp. 
majority) control. In other words, in the case of minority control, 
if we try to recover the initial state of the LFSRs by guessing the 
clocking sequence, then after guessing two bits for the first clocking, 
we only need to guess 314 bit every clock afterwards on average. In 
the case of majority control, the knowledge of the previous clocking 
tells us nothing about the next one. We conclude that the majority 
control (the actual one used in A5/1) is a better choice from the 
security point of view. 

Solution 15 *Memoryless Exhaustive Search 

1 We first compute the expected complexity E[C] in the general case, 
i.e., without making any assumption about the distribution of K. 
As the queries are independent, the worst case complexity is infinite 
(e.g., the case where the algorithm always tries the same wrong key). 
We have by definition 

Using the Total Probability Theorem, we have 

We can easily compute Pr[C = c I K = ki] as it is the probability 
that the cryptanalyst chooses the right key after (c - 1) wrong guesses 

response {wrong key, right 

Figure 2.13. Adversary modeling a memoryless exhaustive search 
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(this is a geometrical distribution) 

where k denotes the key chosen by the cryptanalyst. From (2.10), 
(2.11), and (2.12) we deduce 

- 
=Pr[K=ki]-2 as shown below 

Note that we needed a classical result, namely that we have 

when x is a real value such that 1x1 < 1. In the particular case where 
the key distribution is uniform, we have 

1 
Pr[K = k . ]  - - for a l l i ~  {I, . . . ,  N}, 

"N 

so that 

This is minimal when all the pr[E? = ki] are equal, and in this case 

As this algorithm is memoryless, the same wrong key can be queried 
twice. In order to improve the algorithm, one can use a memory to 
remember previous queries. This is called an exhaustive search. In 
that situation, we would obtain an average complexity 
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2 We go back to the general case where K does not necessarily follow 
the uniform distribution. The cryptanalyst wants to minimize 

We set pi = Pr[K = ki] (which are considered to be a fixed values, 
as they cannot be chosen by the cryptanalyst, but are only known 
to him) and Qi = ~ r [ k  = ki] (which are N real variables). The 
Qi's can be chosen by the adversary, but still have to sum to 1 (as 
they correspond to a probability distribution). Therefore, we must 
compute 

N 

min E[C] = CE 
{QI, . . . ,QN)  i=l Qi 

N 

In order to compute this, we use the theory of the Lagrange Multi- 
pliers. Let <P be defined by 

where X is the Lagrange multiplier. If (ql, . . 
it must satisfy 

qN) is an extremum, 

, ,  N ) ,  
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that is 

A =  -2. for all j E {I, ..., N} I : 

so we obtain, for all d E (1,. . . , N}, 

The best strategy for the cryptanalyst is therefore to draw the queries 
C according to the distribution 

average complexity is 
iefined by (2.14). In that case, the 



Chapter 3 

DEDICATED CONVENTIONAL 
CRYPTOGRAPHIC PRIMITIVES 

Exercises 

Exercise 1 Collisions in CBC Mode 

We consider the encryption of an n-block message x = xlll. . . llx, by 
a block cipher E in CBC mode. We denote by y = ylll . 1 1  yn the n-block 
ciphertext produced by the CBC encryption mode. 

1 Show that one can extract information about the plaintext if we get 
a collision, i.e., if yi = yj with i # j .  

2 What is the probability of getting a collision when the block size of 
E is 64 bits? 

3 For which n does this attack become useful? 

D Solution on page 66 

Exercise 2 Collisions 

We iteratively pick random elements in {1,2,. . . , n)  in an independent 
and uniformly distributed way until we obtain a collision. Denoting T 
the random variable corresponding to the number of trials, show that 



EXERCISE BOOK 

Hint: Letting 

it can be shown that XPne-n - 1. 
n--too 2 

D Solution on page 66 

Exercise 3 Expected Number of  Collisions 

We let F : {1,2,. . . , m) 4 {1,2,. . . , n )  be a uniformly distributed 
random function. 

1 Let N2 be the number of pairs {i, j )  such that i # j and F(i) = F(j). 
N2 is considered as a random variable defined by the distribution of F .  
Compute the expected value E(N2) of N2 (note that {i, j) = {j , i ) ,  
so that we should not count it twice). Compute the variance V(N2) 
of N2. 

2 We recall Chebyshev Inequality for a random variable X 

By using the previous question, give a lower bound on the probability 
that N2 > 0 for m = 13fi. You can assume that n,  m >> 1. 

3 Let us assume that we have a uniformly distributed random function 
F whose output domain has a cardinality of n. In order to find a 
collision on F, we take m distinct points 21,. . . , x, at random and 
store F(x l ) ,  . . . , F(x,) in a hash table. Give a lower bound of the 
success probability when m = 8 f i  using the previous results. 

D Solution on page 69 

Exercise 4 Multicollisions on Hash Functions 

Preliminaries 
In this problem, we consider a cryptographic hash function h : M t X, 
where M = (0, 1IN and 'FI = (0, l I n .  We generalize the notion of 
collision to the one of r-collision. A r-collision on the cryptographic hash 
function h : M --+ 'FI is a set of r distinct messages ml ,  ma,.  . . , m, E M 
such that h(ml) = h(m2) = . . . = h(m,). The aim of this problem is to 



Dedicated Conventional Cryptographic Primitives 59 

study r-collisions first in the realistic case of iterated hash functions (for 
example hash functions based on the Merkle-DamgBrd construction), 
then in a more idealistic model, called the Random Oracle Model (where 
hash functions are replaced by random functions). 

1 How many messages do we need to find a 2-collision with a non- 
negligible probability by using the Birthday Paradox? 

Multicollisions in Iterated Hash Functions 

We consider a hash function h : M t 'FI based on the Merkle-Damgiird 
scheme (see Figure 3.1). We denote by f : (0, lIn x (0, lie t (0, lIn 
the compression function. Recall that in this construction the padding 
is mandatory and only depends on the length of the message. We will 

block block block -- b 

........... message 

IV ........... 

Figure 3.1. The Merkle-Damgbrd scheme 

assume that e >> n (e.g., e = 512 and n = 128), i.e., the size of the 
message blocks is larger than the size of the hash. 

2 Let x be an arbitrary value in (0, l I n .  Using the Birthday Paradox, 
evaluate the number of necessary blocks in order to find two distinct 
blocks B and B' in (0, lie such that f (x, B) = f (x, B'), and give the 
probability of success. 

Let ho : (0, lICxe + 'H be a hash function similar to h, but without 
padding, for which the messages we consider have a fixed length c x e. 
3 Using the previous question, show how to find a 4-collision on ho with 

c = 2. Estimate the success probability. 
Hint: Use two (well chosen) 2-collision search on the compression 
function. 

4 Explain how the 4-collision found on ho in the previous question leads 
to a 4-collision on h. 

5 Explain how the previous idea can be generalized in order to find a 
2t-collision on h with only t (well chosen) 2-collision searches on the 
compression function f .  
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6 Deduce from the previous questions the complexity (i.e., the total 
number of calls to f )  of finding a 2t-collision on h together with the 
probability of success. 

Multicollisions in the Random Oracle Model 
In the Random Oracle Model, a hash function H : M -t 'Ft is considered 
as a random function, uniformly distributed over all possible functions 
from M onto 'Ft. 

7 Let ml  and ma be two distinct fixed elements of M and let hl and 
h2 be two fixed elements of 'Ft. Show that the events H(ml)  = hl 
and H (m2) = h2 are independent. 

Consider a set of q distinct messages ml,m2, .  . . , mq of M. Thanks 
to the previous question, we can consider H(ml) ,  H(m2),  . . . , H(mq) 
as a set of q independent random variables, that will be denoted HI, 
H2, .  . . , Hq, uniformly distributed in 'H. We assume the validity of the 
following lemma. 

LEMMA 3.1 Let 'Ft = {O, l I n .  Let {HI, . . . , Hq) be a set of q independent 
uniformly distributed random variables of 'Ft, where q < 2n-8. Let us 
call r-coincidence an element of 'Ft which occurs exactly r times in the 
sequence HI, . . . , Hq. Let X be such that q = (~r ! )~ l '2~( ' -~) / ' .  If X 5 1, 
then the probability that there is no s-coincidence for any s 1 r is close 
to e-'. 

8 Using Lemma 3.1, for any s 2 2 compute the probability that there 
is no s-coincidence in the sequence H1, . . . , Hq and use it to prove the 
Birthday Paradox (when n is large enough). 

9 Compute the number q of distinct messages that are necessary to 
obtain an r-collision with probability 1 - e-lI2. 

10 Show that q is lower-bounded by 296 when r = 4 and n = 128. For a 
similar probability of success, show that the complexity of finding a 
4-collision when h is an iterated hash function is much smaller. 

11 Compare the results of questions 6 and 9. Conclude. 

D Solution on page 71 

Exercise 5 Weak Hash Function Designs 

In this problem we will see that if a hash function preserves some 
algebraic relation, then its security is likely to be compromised. We will 
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consider two different hash functions, each one satisfying a particular 
relation. 

1 In this question, we consider a hash function H : X + Y as a random 
function from X to y. This is called the random oracle model. Given 
y E Y ,  explain how to find a preimage x of y, i.e., a value x E X 
such that H(x)  = y. Compute an approximation of the expected 
complexity of the corresponding algorithm when 1x1 >> lyl. 

We consider a hash function h : (0, 1)1024 - (0, 1)128 that satisfies the 
following property 

Par(x) = Par(h(x)) for all x E (0, 1)1024, (3-1) 

where the parity Par of a string of n bits ala2 . . a, is defined by 

Par(ala2..  - a,) = a1 @ a2 @ . . . @ a,. 

For example Par(010100011111) = 1. 

2 Explain how one can take advantage of the property (3.1) in order 
to mount a preimage attack. Compute an approximation of the com- 
plexity of the attack. 

3 Show how one can use (3.1) to find a collision on h. Compute the 
number of elements of (0, 1)1024 that are needed by this method for 
a success probability equal to 1 - e-2 GZ 0.86. 

Let h : {0,1,. . . , 22048 - 1) + (0, 1 , .  . . 2256 - 1) be a hash function 
satisfying 

xl  = x2 (mod 232) 3 h(xl) = h(zn). (3.2) 

4 Let Y be a uniformly distributed random element of (0, 1, . . . 2256-l). 
Compute an upper bound on the probability that Y has a preimage. 

5 Given a value y = h(x), show how to take advantage of the prop- 
erty (3.2) in order to find a preimage of y. Compute the worst case 
complexity of this algorithm. 

6 Is (3.2) useful for performing a second preimage attack? Explain your 
answer. 

7 Is (3.2) useful for finding a collision? Explain your answer. 

D Solution on page 74 
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Exercise 6 Collisions on a Modified MD5 

We modify M D5 by replacing the original padding scheme by a manda- 
tory padding only made of zeros. The padded length should be a multiple 
of 512 bits. Exhibit a collision. 

D Solution on page 75 

Exercise 7 First Preimage on a Modified MD5 

The compression function of MD5 follows a Davies-Meyer scheme: 
from an "encryption function" Co : (0, 1)128 x (0, lI5l2 - (0, 1)128, the 
scheme defines the compression function C of MD5. Here, we consider 
a modified MD5 where the compression function is Co itself. Prove 
that one can mount a first preimage attack within a time complexity of 
264 and a space complexity of 2", by performing a meet-in-the-middle 
attack: for any target digest h, we can find a message m for which 
MD5(m) = h. 
Hint: You may note that, for a given m E (0, 1)512, we can consider 
Co(., m) as a permutation of (0, 1)128. 

D Solution on page 76 

Exercise 8 *Attacks on Yi-Lam Hash Function 

In this exercise, we denote by l the constant equal to 64, by + the 
addition modulo 2e, and by EK a secure block cipher of block length l 
and key size 21. 

The Yi-Lam hash function can be described as follows: let hi and 
h: be m-bit blocks for i = 0,1, .  . . , n. Assume for simplicity that each 
message m can be divided into blocks of l bits before it is hashed. Given 
an n-block message m = ml [[ma 1 1  . . . Ilm,, where mi is the i th block of 
m, and an initial value IV = (h:, h;), we compute 

for i = 1,2,.  . . , n .  The final hash of m is the 21-bit string (h:, h i ) .  

1 Give the complexity of a preimage attack (IV is fixed) on the Yi- 
Lam hash function in terms of l ,  supposing that it is an ideal hash 
function. 
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2 A faster preimage attack on Yi-Lam hash function is shown in Al- 
gorithm 11. Read it carefully and find a necessary and sufficient 
termination condition of the loop in line 6. 

Algorithm 11 A preimage attack on Yi-Lam hash 

Input: IV, h;, h i  (n is unknown) 
Output: m such that the Yi-Lam hash of m equals (h;, h i )  
Processing: 

1: repeat 
2: choose a random n 
3: choose ml ,  ma, . . . , m,-1 at random 
4: compute hA-l, hi-l 
5: Find m, such that h i  = ( h i  @ hAFl @ m,) + hi-l 
6: until a certain condition is met  
7: output m = ml llmzll . . . llm, 

3 Compute the average number of rounds for the loop in Algorithm 11. 

A free start collision attack on a hash function hash(lV, M) consists in 
finding IV, IV', m,  and m' with m # m' such that 

hash(IV, m) = hash(IV1, m'), 

where IV, IV' can be freely and independently chosen. 

4 Give the complexity of a free start collision attack on the Yi-Lam 
hash in terms of t ,  supposing that it is an ideal hash scheme. 

5 Find a sufficient condition on hh, hg, and a one-block message m = 
ml ,  such that h: = h: always holds. 

6 Using the solution of the previous question, deduce a free start colli- 
sion attack on Yi-Lam hash function. Estimate the attack complexity. 

D Solution on page 77 

Exercise 9 MAC from Block Ciphers 

The CBC-MAC construction builds a MAC function from a block 
cipher by taking the last encrypted block of the CBC-mode encryption. 
Can we similarly invent an ECB-MAC or an OFB-MAC and obtain 
secure constructions? 

D Solution on page 78 
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Exercise 10 CFB-MAC 

In this problem, we study a MAC scheme based on the CFB encryp- 
tion mode. We consider a block cipher E : (0, 1)64 x (0, 1)64 + (0, 1)64, 
where Ek(x) = E(k,x) denotes the encryption of the plaintext x under 
the key k. The CFB-MAC of a given message m E (0, I)* with the key 
k is obtained by first encrypting m with Ek using the CFB encryption 
mode and then combining the output blocks by XORing them together. 
More precisely, for a message m = xl llx2 1 1  . . . llx,, CFB-MACk (m) = 

y1 @ ya @ @ yn, where yi = Ek(yi-1) @ xi for i = 2, . .  . , n  and 
y1 = Ek(IV) @ XI,  IV being an initialization vector. For the sake of 
simplicity, we assume that all messages have a length that is a multiple 
of 64 bits. We also assume in all the questions of this problem that IV 
is constant and known. 

1 Assume we have access to an oracle 0 that computes the CFB-MAC 
under a given secret key k and a fixed known IV. Show that you can 
recover Ek(IV) by querying only one message to the oracle. 

2 Assume that an adversary has access to an oracle (3 that computes 
the CFB-MAC under a given secret key k and a fixed known IV. The 
adversary would like to find a CFB-MAC collision on two different 
messages of 192 bits. How many messages of 192 bits does the adver- 
sary need to query to 0 in order to get a collision with probability 
close to 0.9996 = 1 - eW8? 

3 Given a message m of n blocks and h = CFB-MACk(m). Show 
how it is possible to generate a new message m' of n blocks and a 
h' E (0,l)" such that m' # m and CFB-MACk(ml) = h'. 

4 Assume we are given IV, Ek(IV), and a h E (0,l)". Show how 
it is possible to generate a message m of two blocks, such that 
CFB-MACk(m) = h. 

5 Can we extend the attack of the previous question to messages m of 
more than two blocks? Explain your answer. 

D Solution on page 78 

A traditional way to study regular hash functions in computer science 
consists in considering them as a random variables: we do not have a 
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fixed hash function, but a family of hash functions1, one being picked at 
random. Hence we must consider the probability that H(x)  = H(y) for 
any different x and y over the distribution of H .  

We say that a random hash function H is E-universal if for any x # y, 
we have 

Pr [H(x) = H(y)] 5 E. 
H 

We say that it is strongly E-universal if for any x # y and any a and b, 

where 7-l is the codomain of H .  Finally, we say that H is E-XOR- 
universal if for any x # y and any a ,  we have 

Let K be a finite field of order k .  We define 

H :  K - K 
x w Ax, 

for a random variable A uniformly distributed in K. 

1 Show that H is k-universal. Is it strongly &universal? How is it 
possible to modify H to be so? 

2 We consider now K = (0, 1)' as a finite field of order 2'. Show that 
H is 2-'-XOR-universal. 

D Solution on page 79 

'This approach was motivated by the theory of MACs. 
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Solution 1 Collisions in CBC Mode 

1 If yi = yj for i # j ,  then yi-1 $xi = yj-1 @xj. As yi-1 and yj-1 are 
known, we can deduce the value xi @ x j  = y+l$ yj-l. 

2 Using the Birthday Paradox, we know that the probability of getting 
a collision when we have n = O@ blocks at  disposal is approxi- 

e2 
mately equal to 1 - e - T .  

3 Table 3.1 gives the success probabilities for different amounts of avail- 
able blocks. 

Table 3.1. Collision probability in CBC mode 

n Size of data Success probability 

Solution 2 Collisions 

We first note that the possible number t of necessary trials follows the 
condition 2 5 t 5 n + 1. Table 3.2 summarizes the different possibilities. 
This suggests the following expression for the expected number of trials 
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This last expression can be approximated when n is large. We have 

n+l ( - 1  t - 1  
E ( T )  = xt .- 

t=2 (n - t + I ) !  nt-l 

n 
(n - 1 1 

= ci(i+ 1 ) .  . - 
i=l (n - i)!  ni 
n 

(n - 1 1 
= c(n - k ) ( n  - k + 1)  . .- 

k=l k!  nn-IC 
n 

- (n  - I)! - nk x(n2 + n  - 2 k n +  k ( k  - I ) ) - - .  
nn k=l k ! 

Letting 

we obtain 

Using the Stirling Approximation, we have 

n!(n + 1)  6 n 3 I 2  n ! 
N + 0 and - N G Q n e - n ,  

nn n-++m en n++m nn n++w 

so that 
E ( T )  &Qne-n 

n++m 

Table 3.2. Number of trials before a collision occurs 
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If we use the hint, we are done. In what follows, we provide a proof of 
the hint. 

The Taylor development of en with Lagrange remainder tells us that 

Hence, we obtain 

n 

Qne-" = 1 - 5 1 et ((n - t)"dt 

Using the Stirling Approximation again, 

and thus 

The function in the integral is close to e-inu2 when u is close to 0 and 
we have 

by using the normal distribution law. Hence, 

In what follows, we show that the integral is indeed o(n-'I2), which 
completes the proof. Let 
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Since u + log(1 - u) < -;u2 for any u > 0, A is positive. We split the 
sum over [0, E] and [E, 11, for some E > 0 to be chosen later. We have 

as, provided that lim,,, ~f i  = ca, 

On the other hand, since u + log(1 - u) + u2/2 2 -(1 + &)u3/3 for 
0 < u < E (provided that E is small enough), we have 

for E = n-7/16, which is not in contradiction with the previous condition 
on E. Finally, A = o(n-'I2) and thus, 

1 
e n  - - and E(T) N / E  

n+co 2 n++w 2 ' 

Solution 3 Expected Number of  Collisions 

1 We have 
N2 = l F ( i ) = F ( j ) .  

i<j 

Hence 
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As Pr[F(i) = F(j)] = A (see Exercise 1, Chapter I) ,  we obtain 

We have V(N2) = E ( N ~ )  - E(N2)2. As 

we deduce 

F( i )=F( j )  
= C ( P ~  [ ~ ( i l ) = ~ ( j l )  ] - Pr[F(i) = F (j)] Pr [F(i1) = F (j')]) . 

i<i 

When {i, j) # {i1,j'), the difference in the parenthesis is zero because 
the events F(i)  = F(j) and F(i') = F(jl) are independent. Thus, we 
have 

2 For all t > 0, 

Pr[lN2 - E(N2)I 2 t] = 1 - Pr[l N2 - E(N2)I < t] 
= 1 - Pr[-t < N2 - E(N2) < t]. 

For t = E(N2), this gives 

and thus 
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Using the Chebyshev Inequality, and using both results of the previ- 
ous question, we get 

Assuming that n ,  m >> 1, we finally obtain 

3 This problem is completely equivalent to the previous one, so that 
the probability of success is equal to Pr[N2 > 01. It is thus lower 
bounded by 1 - $. Note that this bound is not as tight as the one 

02 
provided by the Birthday Paradox: 1 - e - 2 .  See the textbook [56] 
for more details. 

Solution 4 Multicollisions on Hash Functions 

Preliminaries 
1 According to the Birthday Paradox, we need approximately 2n/2 mes- 

sages to find a collision on h (i.e., a 2-collision on h) with a probability 
of success of 1 - e-lj2 = 0.393. 

Multicollisions in Iterated Hash Functions 
2 Using the Birthday Paradox once again, we need 0 .  2n/2 blocks in or- 

der to find a collision on the compression function, with a probability 
e2 

of success of 1 - e - F .  As the blocks are chosen in a set of cardinality 
2e >> 2n/2, there are enough of them to be sure to find a collision. 

3 The idea is to look for two distinct blocks B1 and Bi such that 
f (IV, B1) = f (IV, Bi).  Calling xl  this output of the compression 
function, we search for B2 and Bh such that f (xl , B2) = f (xl , B;) . 
We call 2 2  this last value. This is represented on Figure 3.2. We now 
consider the four following messages: Bl 1 1  B2, B1 1 1  Bh, Bi 1 1  B2, and 
BiIIBh. Clearly, the all produce the same hash value y when they 
are hashed with ho. Therefore, we have found a 4-collision on ho. In 
order to do this, we had to find two 2-collisions on the compression 
function f ,  so that the overall complexity is 2-0.2n/2, for a probability 
of success of (1 - e-e2/2)2 (as we need both collision searches to be 
successful). 
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Figure 3.2. How to find a 4-collision on ho 

4 Assume we hash the four messages of the previous question with 
h instead of ho. The only difference is that a padding has to be 
concatenated to the messages. But as this padding only depends on 
the length of the message to be hashed, all four messages will have 
the same padding (that we denote PAD). We represent this situation 
on Figure 3.3. 

Figure 3.3. How to find a 4-collision on h, based on a Ccollision on ho 

5 We denote IV = xo and construct the sequence xi, for i = 1, . . . , t 
as follows. Given xi-1, find two distinct blocks Bi and Bj such that 
f (xi-1, Bi) = f (xi-1, B:). This corresponds to a 2-collision search 
on f .  Call xi this value. This construction is represented on Fig- 
ure 3.4. Clearly, the 2t messages {Bl, B;)II{Bg, BL)II . . . II{Bt, Bi) all 

Figure 3.4. Finding a 2t-collision on h 

produce the same ho hash value. As they all are of the same length 
(t blocks) this implies that they also produce the same h value. We 
have obtained a 2t-collision on h. 

6 According to the previous question, we need t successful collision 
searches on f .  If we make 8 .  2n/2 calls to f each time we look for a 
collision on f ,  this makes a total of t . 8  2n/2 calls to f .  We need the 
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t collision searches to be successful, so that the overall probability of 
success is (1 - e-e2/2)t. 

Multicollisions in the Random Oracle Model 
7 The number of functions from M to 7-1 is 17-111MI. We have 

where the last sum is the number of functions mapping ml  on hl, 
which is the number of functions of a set of cardinality IMI - 1 to a 
set of cardinality 17-11. Therefore 

Similarly, 

where the last sum is the number of functions mapping ml  on hl and 
ma on h2, which is the number of functions of a set of cardinality 
[MI - 2 to a set of cardinality 17-11. Therefore 

This proves that 

Therefore, the two events are independent. 

8 Using the lemma with r = 2, we see that there is not s-coincidence 
for any s 2 2 in {HI, .  . . , H,} with a probability eX, where X is such 
that q = 2n/2. Let 9 = m. In other words, we have at least a 
Ecoincidence (a collision) with probability 1 -e-O2l2 in {HI , .  . . , H,}, 
when = 9 .  2n/2. 
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9 An r-collision in {ml, . . . , mq) corresponds to an r-coincidence in 
{HI, . . . , Hq). We obtain (at least) an r-coincidence with probability 

1 1 - e-112 (iae., = q )  when q = ($)1/~2n('-l)/'. 

10 With r = 4 and n = 128, the previous relation gives q = 12'1~2'~ > 
296. For iterated hash function, we showed that a 4-collision can be 
found with probability ( ~ - e - " / ~ ) ~  M 1 - 2 ~ e - ' ~ / ~  when q = 2.8-2n/2. 
This shows that we roughly need 2" hash computations for similar 
probabilities of success. This is indeed much smaller than 296. 

11 We can see that the values found in the random oracle model are way 
larger than the realistic ones. The random oracle model is definitively 
of no help for studying this problem! 

This exercise is based on a very recent article [23] of A. Joux, published at 
Crypto'04. A discussion about preimage and second-preimage resistance 
is also proposed, together with some other extensions, like the security 
of the concatenation of two independent hash functions. 

Solution 5 Weak Hash Function Designs 

I In order to find a preimage, one can exhaustively search through all 
possible x E X and test whether H(x)  = y. Note that we do not test 
the same message twice. For 1x1 >> lyl (which is typically the case) 
this succeeds with very high probability as H is likely to be surjective. 
Considering H as a random function, we have PrH [H (x) = y] = 1/IYI 
for any x E X and y E Y. We denote p = 1/IYI. Denoting xi the 
i th message hashed and C the random variable corresponding to the 
total number of tests in the algorithm, we have 

As the xi's are different from each other, the c events in the previ- 
ous probability are independent, and thus Pr[C = c] = (1 - p)'-lp. 
Therefore 

where the approximation comes from the fact that I XI >> 1. Finally, 

2 By using property (3.1), we can restrict the exhaustive search to the 
elements x satisfying Par(x) = Par(y). According to the previous 
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question, the complexity of the algorithm is approximately equal to 
2127, since these elements are mapped onto a set of cardinality 2127. 

3 We first note that two elements of different parities cannot be mapped 
onto the same hashes. For finding a collision, we pick n distinct 
values X I , .  . . , x, E (0, 1)1024 with the same parity and test whether 
there is a collision. The Birthday Paradox applies here. Since the 
h(xi)'s are lying in a set of cardinality 2127, one needs approximately 
2 . w  = 264.5 distinct messages to reach a success probability equal 
to 0.86 = 1 - e-2. 

4 Property (3.1) implies that h can produce at most 232 different values. 
Hence, 

5 The search for the preimage can be restricted to {0,1,. . . , 232 - I) ,  as 
its elements are mapped onto all possible values of h(x). Note that the 
result of Question 1 does not apply here as we are not in the situation 
where 1x1 >> IYI. In the worst case, we have a complexity equal to 
232. We could also compute the average complexity, the average 
being taken over the random initial permutation of the 232 values 
that have to be hashed. This problem is completely equivalent to an 
exhaustive key search for a block cipher. The average complexity is 
(232 - 1)/2 = 231. 

6 Yes, it is useful! For a given x E {0,1,. . . 22048 - 1) we know that 
any x' = x (mod 232) is hashed onto the same value. We can thus 
choose x' = x + k . 232 mod 22048 for any integer k (taking care not 
to have x' = x). 

7 Yes, it is also useful! Picking x E {0,1,. . . 22048 - 1) at random and 
taking a x' = x + k . 232 mod 22048 for some integer k (such that 
x' # x) does the trick, as h(x) = h(xl). 

Solution 6 Collisions on a Modified MD5 

One just has to find two different messages x and x' which will be 
identical after the zero-padding operation. For example, one can take 
x = m and x' = mllO for any message m,  provided that its length Iml 
satisfies Iml - 1 $ 0 (mod 512). 
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Solution 7 First Preimage on a Modified MD5 

We denote by MD5' the modified MD5. The attack is described in 
Algorithm 12. The objective of the algorithm is to build a message 
made of two blocks m = mlllm2 such that MD5'(m) = h. As the 

Algorithm 12 A first preimage attack on a modified MD5 

Input: a target value h E (0, 1)128, an initial vector IV E (0, 1)128, and 
a 65-bit string pad equal to 1 followed by 64 bits encoding the length 
of a message of 2 512 - 65 = 959 bits 

Output: a preimage m of h for MD5' 
Processing: 

1: for 264 different ml E (0, 1I5l2 do 
2: hl t Co(IV, ml) 
3: store (hl, ml) in a table T, sorted according to hl 
4: end for 
5: loop 
6: choose x E (0, 1)512-65 at random 
7: m2 t xllpad 
8: h2 t cg l (h ,  m2) 
9: if there exists (hl ,ml)  E T such that hl = h2 then 

lo: output m = ml llm2 
11: end if 
12: end loop 

message must be valid, the trailing part of ma must contain a valid 
padding, i.e., a padding following the specifications of Merkle-Damgbrd 
scheme. This is ensured by line 7 of the algorithm. 

The reason why the algorithm works comes from the Birthday Para- 
dox. Considering the hi's and the h2's as random values, we can con- 
sider that we are actually building two sequences of random elements 
of (0, 1)128 (the first sequence is of length 264, the second grows until 
a collision is found). When the growing sequence reaches a size equal 
to 8 - = 0 . 2", a special version of the Birthday Paradox (see 
the textbook [56]) states that the probability that there is at least one 
common number in the two sequences (i.e., that the condition on line 9 
is true) is 

1 - e-*. 

Obviously, after 264 iterations of the loop, the algorithm succeeds with 
a non-negligible probability. 
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We should note that this attack does not apply to MD5, as the com- 
pression function is not invertible in this case, and thus, it is not possible 
to perform the computation made on line 7. 

Solution 8 *Attacks on Yi-Lam Hash Function 

1 The output of the hash function being of size 2e bits, the complexity 
of a first preimage attack if the scheme is considered to be ideal is 
o (22e). 

the necessary and sufficient termination condition of the loop is 

3 At each iteration, we can consider that the condition of the previous 
question is true with probability p = 2-e. Denoting C the random 
variable corresponding to the number of iterations of the loop, we 
have 

00 00 

This corresponds to the mean of a geometric distribution, so that the 
expected number of iterations in the loop is 

4 According to the Birthday Paradox, the complexity of a collision 
attack on a 2Gbit hash is 0 ( 2 ~ ' / ~ )  = 0(2~) .  

5 If we set 

{ :, 
then, we always have 

6 The attack is described in Algorithm 13. In the algorithm, the mes- 
sages are such that their Yi-Lam hash is of the form (hi, h:), as the 
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Algorithm 13 A collision search on Yi-Lam hash - 
Output:  two one-block messages that produce a collision on the Yi-Lam 

hash function 
Processing: 

1: repeat  
2: choose ml at random 
3: h: ml 8 EollnLl(ml) 
4: store (h: , ml) in a table sorted according to hi 
5: until there exists two entries (h,m) and (h', m') such that h = h' 

and m # m' 
6: output m and m' 

parameters are chosen according to the result of the previous ques- 
tion. To obtain a collision, it is sufficient to get a collision on the first 
half of the hash, i.e., on h:. The complexity of the algorithm (the 
number of repetitions of the loop) is thus 0 ( 2 ~ / ~ ) .  

See [46, 571 for more details about these attacks. 

Solution 9 MAC from Block Ciphers 

ECB-MAC: We consider the last block of the ECB encryption of 
a message as the MAC of this message. Obviouslyl this scheme is 
highly insecure since the MAC of the message m = mill . Ilmn Ilmn+l 
is equal to the MAC of m' = mi 1 1  Ilmb llmn+l for any blocks 
ml,  . . . ,  mn. 

OFB-MAC: We consider the last block of the OFB encryption of 
a message as the MAC of this message. Once again, the scheme 
is insecure. Given the MAC c of a one-block message m, i.e., c = 
m 8 E(IV), it is easy to forge the MAC of the message m' = m 8 a 
as it simply is c' = m' 8 E(1V) = c 8 a. 

Solution 10 CFB-MAC 

1 We can simply query a message x of one block to the oracle 0 .  The 
oracle returns the value y = x 8 Ek(IV). Hence, Ek(IV) is found by 
computing x 8 y. 

2 After querying n different messages to 0, we receive n MAC values 
for which we would like to get a collision. The probability to have at 
least one collision is given by the Birthday Paradox. Let N = 2". 
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e2 
We know that the probability is approximated by 1 - e - T ,  where 

O2 n = 0 0 .  In our case, 0 = 4 since = 8. Thus, n must a t  least be 
equal to 4 . 232 = 234. 

3 Let m = xlllx211 IIxn and h = CFB-MACk(m). We take an- 
other message m' = xlllx211 . - -  ~ ~ x ~ - ~ I I x ;  where x; is any block of 
64 bits. Since CFB mode is used with a fixed IV the output blocks 
of m' will be identical to those of m except the last one. Since 
h' = CFB-MACk(mf) = y l $ - - -  $ y,-1 $ yh and h = yl $ . . a  $ y,, 
we have h $ h' = y, $ yk. We also know that y, = Ek(ynWl) $ xn 
and y; = Ek(y,-i) $ x;. Using these two relations, we finally deduce 
that hf = h e y n  $yk = h e  X, $ x;. 

4 Set m = xlllx2 and xl = Ek(IV) $ IV. We then have yl = IV and 
y2 = h $ IV. Thus, x2 = Ek(yi) $ y2 = Ek(IV) $ IV $ h. 

5 Yes, this works in the same way! Set m = x1 11x2 1 1  . . . llx, where x l  = 

x2 = = x,-1 = Ek(IV) $ IV. Hence, yl = y2 = . . = yn-1 = IV. 
If n is even, setting x, = h $ IV $ Ek(IV) gives y, = h $ IV and thus 
yl $ $ Yn = h. If n is odd, setting x, = h $ Ek(IV) gives y, = h 
and thus yl $ $ y, = h. 

Solution 11 *Universal Hashing 

1 Let x,  y E K be two fixed elements such that x # y. By definition, 
H(x)  = Ax (where A E K )  is ;-universal if 

over the distribution of H .  We have 

Pr[H(x) = H(y)] = Pr[Ax = Ay] 
= Pr[A(x - y) = 01 

= Pr[A = 0] 

- - 1 - 
k 

where the second equality is a consequence of the field structure of 
K (x - y # 0 is invertible). 

The random hash function is ;-strongly universal if, for any x # y E 
K and any i ,  j E K ,  
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This is clearly not the case for i = j = 0 as 

The definition of H can be modified. We let H(x)  = Ax + B, where 
A, B E K are uniformly distributed. In this case, H becomes i- 
strongly universal. We have 

so that the probability we are looking for is the number of solutions 
of the system of equation 

divided by k2.  As the determinant of the matrix is x - y # 0, it is 
invertible and thus, the system has a unique solution. Therefore, 

which proves that the modified H is ;-strongly universal. 

2 H is 2 - e - ~ ~ ~ - u n i v e r s a l .  For all x, y E K such that x # y, 

where the second equality holds because, we have x $ y # 0, as 
x # y. Note that as the field is of characteristic 2, the addition and 
the subtraction of two elements is simply the XOR of these elements. 



Chapter 4 

CONVENTIONAL SECURITY ANALYSIS 

Exercises 

Exercise 1 The SAFER Permutation 

Prove that 

x H (45x mod 257) mod 256 

is a permutation over (0, . . . ,255). 

D Solution on page 97 

Exercise 2 *Linear Cryptanalysis 

Let m be an integer such that 2m + 1 is a prime number. Let g be a 
generator of Z;m+l and let E be defined over Z2m by 

E(x)  = (gx mod (2m + 1)) mod 2m. 

Prove that Pr[E(X) E X (mod 2)] = when X is uniformly dis- 
tributed. 

D Solution on page 97 
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Exercise 3 *Differential and Linear Probabilities 

We consider a block cipher using the following function f as a building 
block 

1 Compute Dpf (6116,0), where 6 = 0x80000000, where 1 1  denotes the 
concatenation operation and (6116) (x, y) = 6 . x @ 6 y. 

2 Compute D P ~  (6116,0), where 6 = OxC0000000. 

3 Compute L P ~  (6116, S), where 6 = 0x00000001. 

4 Compute Lpf (6116, 6), where 6 = 0x00000003. 

Reminder: The differential and linear probabilities of a function f are 
defined by 

Dpf(a,b) = Pr [ f (X$a)  = f (X)$b]  and 

L P ~  (a, b) = (2 Pr[a X = b f (X)] - I ) ~ ,  

where X is a uniformly distributed random variable over the plaintext 
space. 

D Solution on page 98 

Exercise 4 *Feistel Schemes 

We consider a Feistel scheme of one round with 64-bit blocks (see 
Figure 4.1 (a)). 



Convention,al Security Analysis 

Figure 4.1. Feistel schemes with one or two rounds 
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Algorithm 14 is a distinguisher V  which tries to predict whether an 
oracle O is a 1-round Feistel scheme or a uniformly random permutation. 

,, 

; 32 bits 

V 

Algorithm 14 1-round Feistel distinguisher 2) 

Input: an oracle O implementing either a 1-round Feistel scheme 
or a random permutation C* 

Output: 0 (if the guess is that O implements C*) or 1 (if the guess is 
that O implements @ ( I ) )  

Processing: 
1: let P = (xe, x,) be the input plaintext 
2: submit P to O and get C = (ye, yr) 
3: if x, = y, then 
4: output 1 
5: else 
6: output 0 
7: end if 

1 What is the probability that this distinguisher outputs "1" with a 
1-round Feistel scheme, denoted ~ ( l ) ?  

2 Same question with the uniformly random permutation over (0, I)", 
denoted C*. What is the advantage of V ?  
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Reminder: The advantage of a distinguisher is defined as 

We consider now a 2-round Feistel scheme (see Figure 4.l(b)). 

3 Propose a distinguisher for a 2-round Feistel scheme with a non- 
negligible advantage. 

4 What is the probability that your distinguisher outputs "1" in both 
cases? What is the advantage of your distinguisher? 

D Solution on page 100 

Exercise 5 *Impossible Differentials 

We consider a classical Feistel scheme (with two balanced branches, 
with the usual @ operation). Following standard notations, KP( f l ,  . . . , f,) 
denotes an r-round Feistel scheme in which the i th round function is 
fi. Note that we omit the branch swap in the last round. Let C = 
Q(fl, f2,  f3, f4,  f5) where the fi's are permutations (note that usually, 
the fi7s are simple functions) over { O , 1 )  ? . Let A E {O,l) ? such that 
A # 0. We let a = All0 E (0, be the concatenation of A followed by 

zero bits. Show that DpC(a, a)  = 0 for any choice of the permutations 
and any A # 0. 

D Solution on page 101 

Exercise 6 *Attacks Using Impossible Differential 

We study classical Feistel schemes (with two balanced branches, with 
the usual @ operation). Following standard notations, Q ( fl  , . . . , f,) de- 
notes an r-round Feistel scheme in which the i th round function is fi. 
Note that we omit the branch swap in the last round. 

1 Draw a picture of Q(fl, f2 ,  f3). Recall what is the inverse function. 

2 Let c be a permutation of {O,l)*. Given a, b E (0, lIm, recall the 
definition of the differential probability DPC(a, b). Let C* be a uni- 
formly distributed random permutation over (0, l I m .  Assuming that 
a # 0 and b # 0, compute the expected value of DpC* (a, b) . 

3 Let C be a random permutation. Recall what is a distinguisher be- 
tween C and C*. What is the advantage of the distinguisher? 
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4 Let C = 9( fl,  f2) where fl and f2 are functions on (0 , l )  ?. We 
want to construct a distinguisher between C and C* which is limited 
to two queries to the oracle. Find two queries X I ,  2 2  E (0, lIrn and a 
distinguisher which achieves an advantage close to 1. 

5 In this question we let C = @(fl,  f2 ,  f3, fq ,  f5) where the fi's are 
permutations of { O , l )  7. 

(a) Let A E (0, I)? such that A # 0, and let a = All0 E (0, lIrn 
be the concatenation of A followed by 7 zero bits. Show that 
D P ~ ( ~ ,  a)  = 0 for any choice of the permutations and any A # 0. 

(b) Let A be a pool of 2 7  tuples (tllu, vllw) with t ,  u, v, w E (0, I )? ,  
vllw = C(tllu), where u is a constant and where t goes through 
all values of (0, lIrnl2. Show that two tuples (tllu, vllw) and 
(t'llu', v'llw') define a pair of plaintext-ciphertext couples within 
the difference described in the previous question if and only if 
(t @ v, w) = (t' @ v', w'). In other words, show that for all 
(tllu,vllw), (t'IIu1,v'11w') E A we have 

I u @ u 1 = 0  
3A E { O , l )  ? such that 

v $ v l = A  

Deduce that finding such two tuples reduces to a collision prob- 
lem. 

(c) Let u be an arbitrary constant and let A be the correspond- 
ing pool of 2: tuples, but computed with the uniformly dis- 
tributed random permutation C* instead of C. Compute the 
expected number of (tllu, vllw),(t'Ilul, v ' I I w ' )  E A pairs such that 
(tllu, vllw) # (t'llu', v'IIw1) and 

u $ u 1 = 0  
34  E {0,1)? such that 

v @ v l = A  

By using the Birthday Paradox, estimate the probability that we 
have at least one such a pair. 

(d) We now consider the fi's as random permutations. Deduce a 
distinguisher between C and C* with 2 7  queries and a non- 
negligible advantage. 
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6 We want to instantiate a 6-round Feistel schem using "random" per- 
mutations as round functions. To do so, we let fi = DESK, where 
Ki is a random '56-bit key. We consider C = Q( fl, f2,  f3, f4,  f5, f6). 
Using the previous distinguisher, describe an attack against C which 
recovers K6 by using n . 264 chosen plaintexts and n . 2120 DES com- 
putations for a small constant n. 

D Solution on page 101 

Exercise 7 *Mukiperrnutations 

Let X be a finite set. A function f : XP + XQ is said to be a (p, q)- 
multiperrnutation on X if for any two different tuples (xl,  . . . , x ~ + ~ )  E 
Xp x X4 such that (xpS1,. . . , x ~ + ~ )  = f (xl, .  . . , xp), at  least q + 1 coor- 
dinates take different values. The hash function MD4 uses the following 
three Boolean functions 

fl(a,b,c) = i f  a then b else c 

f2(a, b,c) = i f  c then a else b 

f3(a, b, c) = a @ b @ c. 

1 Show that fl and f2  are not (3,l)-multipermutations. 

2 Show that f3 is a (3,l)-multipermutation. 

The block cipher SAFER involves a transformation called 2-PHT defined 
by 

2-PHT(a, b) = (2a + b mod 256, a + b mod 256), 

where a and b are &bit values. 

3 Show that the 2-PHT transform is not a (2,2)-multipermutation. 

The block cipher CS-CIPHER uses a mixing box M defined as follows 

M : {0,1)~ x (0,l) '  + (0, 118 x (0, 1j8 
(xe, xr ) H (ye, ~ r ) ,  

with 

where P is a nonlinear permutation and cp is a linear permutation and 
ROTL is a rotation of one bit to the left. This mixing box is actually a 
permutation itself. 

4 Show that the M-function is a (2,2)-multipermutation. 

D Solution on page 107 
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Exercise 8 *Orthomorphisms 

A XOR-orthomorphism is a permutation 

defined on a set S = (0, lIn, such that 

a ' :  S -+ S 
a H a @ a ( a )  

is also a permutation. We restrict to S = (0, 118 in this exercise. We 
consider the permutation 

where x >> 4 denotes a shift of 4 bits to the right of x and ROTZ(x) 
denotes a rotation of x of i bits to the right. For example, the shift of 
an 8-bit string b7b6b5b4b3b2blb0 is 

and the rotation of 1 bit is 

1 Prove that w is a XOR-orthomorphism. 

2 Draw a diagram representing w. What is the inverse of w? 

We now consider 

with c = OxAA. 

3 Prove that n is a XOR-orthomorphism. What is the inverse of T? 

4 We consider the same permutation n- as before, but with c = 0x01. 
Prove that it is a XOR-orthomorphism. What is the inverse of this 
new permutation? 

5 Prove that the function 
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is a (2,2)-multipermutation if and only if a is a XOR-orthomorphism. 

Reminder: A function f : (xl, x2) H (fl(xl, x2), f2(xl, 2 2 ) )  is 
a (2,2)-multipermutation if and only if two 4-tuples of the form 
(~1,~2,fi(x1,~2),f2(~1,~2)) and (xi,xi,fl(x/1,xi), f2(xi,xi))  are ei- 
ther identical or differ at  least on 3 positions. 

D Solution on page 108 

Exercise 9 *Decorrelation 

In this exercise we consider a random permutation C : (0, lIm -t 
(0, lIm and compare it to the uniformly distributed random permutation 
C* : {O,lIm --+ (0, 1Im. 

2 Prove that 0 I III[CId - [C*Idlllm 5 2. 

Hint: Use the interpretation of I I I [CId - [C*Id 1 1  loo in term of best non- 
adaptive distinguisher. 

3 Show that the property Decd(C) = 0 does not depend on the choice 
of the distance on the matrix space. 

4 Show that if Decl(C) = 0, then the cipher C provides perfect secrecy 
for any distribution of the plaintext. 

5 Show that if Dec2(C) = 0, then C is a Markov cipher. 

In a typical situation, C is a block cipher and the randomness actually 
comes from the randomness of the secret key. Let fK : (0, 1Im -t (0, lIm 
be a function parametered by a uniformly distributed random key K in 
a key space K = (0, lIm. We compare f K  to a uniformly distributed 
random function F*. 

6 Prove that if Decd(fK) = 0, then 1x1 > 2md. 

7 Show that for fK(x) = x G3 K ,  we obtain Decl (fK) = 0. 

8 Propose a construction for fK such that Decd(fK) = 0 and 1x1 = 2md. 

D Solution on page 110 
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Exercise 10 *Decorrelation and Differential 
Cryptanalysis 

A typical measure in the differential cryptanalysis of a random permu- 
tation C is the maximum value of the expected differential probability 
defined by 

EDP;, = max Ec(Pr[C(X $ a )  = C(X)  $ b]). 
a#O,b X 

Prove that 
1 

E D P ~ ,  5 - + BestAdv,,; (C, C*). 
- 1 

D Solution on page 113 

Exercise 11 *Decorrelation of a Feistel Cipher 

Prove that for any independent random function Fl, . . . , F, on { O , 1 )  7 
such that 

BestAdvCl2 (Fi, F*) < E 

we have 

1 
BestAdvcl: (B (Fl , . . . , F,), C*) < - (2d2 2-7 + 6 ~ )  161 

2 

D Solution on page 114 

Exercise 12 *A Saturation Attack against IDEA 

The International Data Encryption Algorithm (IDEA) is a block ci- 
pher that was originally proposed by Xuejia Lai and James Massey at 
ETH Zurich. It  is based on a Lai-Massey scheme (Figure 4.2). IDEA en- 
crypts 64-bit blocks, uses 128-bit keys, and is made of 8 identical rounds 
(Figure 4.3) followed by one last shorter round (that we do not need to 
detail). We use the following notations 

rn The input of round r is denoted x(') = (XI('), xf), x:), x:)), 
where xjT) E {O, 1)16. 

Similarly, the output of round r is denoted 



EXERCISE BOOK 

Figure 4.2. A three-round Lai-Massey scheme 

Figure 4.3. One round of IDEA 

where y!') E {O, 1}16. Obviously, the output of round r is the input 
of round r + 1. 
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w The subkey of round r is denoted K(') = (Kir), K F ) ,  . . . , Kf) ) ,  

where K!') E (0, 1)16. A key-schedule (that we will not detail here) 
is used to compute each subkey K(') from a secret key K E { 0 , 1 ) ' ~ ~ .  

w The internal operations of IDEA are @ (which is the bitwise XOR op- 
eration), (which is the multiplication modulo 216 + 1 of two 16-bit 
integers where the block of 16 zeros corresponds to 216), and EEI (which 
is the addition modulo 216 of two 16-bit integers). These three oper- 
ations are group operations. 

Preliminaries 
1 What is the worst case complexity of an exhaustive key search against 

IDEA? What is the average complexity? Is such an attack practical? 

2 Consider the three-round Lai-Massey scheme represented on Fig- 
ure 4.2. Using the same notations, draw a three-round decryption 
scheme. Is there any particular condition on F in order for the Lai- 
Massey scheme to be a permutation? Justify your answer. 

Properties of internal operations of IDEA 
From now on, we focus our attention on a reduced version of IDEA made 
of only two rounds (see Figure 4.4). The objective of this exercise is to 
develop an attack which shall be faster than exhaustive key search. In 
this section c denotes a 16-bit constant. 

3 Prove that 

f : (0, 1)16 - (0, 1)16 g : (0, 1)16 - (0, 1)16 

x - X @ C ,  x - XOC, 

and 

x - X W C ,  

are permutations (recall that @, 0, and 83 are three group laws). 

In the light of the preceeding question, we can now see the keystone of 
the saturation attack against IDEA. Consider the following portion of 
IDEA: 

U 
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MA box 

MA box 

first round 

second round 

Figure 4.4. IDEA reduced to two rounds 

If the input U of the transformation goes through all possible values, i.e., 
if U successively takes the 2l"alues of the set (0, I)'', we know that 
V also goes through all possible values of {0,1)1% The same property 
is true when we replace @ by @ or a. 

An Attack on Two Rounds 
Consider the first 1.5 round of the two-round reduced version of IDEA, 
represented on Figure 4.5. Suppose the cryptanalyst has at  his disposal 
a set of 216 plaintext/ciphertext pairs (Pe, Ce) (l = 1 , .  . . , 216), where 
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-. 

I MA box first round 

first half of the 
second round 

Fzgured.5. 1.5 roundof IDEA 

each ciphertext Ce was obtained by encrypting Pe with a fixed (but 
unknown) secret key k E (0,  1)128 and using the two-round version of 
IDEA. Suppose moreover that any plaintext P E { P I ,  . . . , P216) has the 

where x?), xp ) ,  xg)  are constant values and where xi1) goes through all 
possible values of (0,  1)16 when P goes through { P I , .  . . , P216). 

4 What is the shape of the set described by Wl (see Figure 4.5) when 
P goes through {PI , .  . . , P216)? Justify your answer. 

5 Same question for W2 and W3. 

6 Deduce a distinguisher V which tries to predict whether an oracle 0 is 
the 1.5 round version of IDEA or a permutation C* chosen uniformly 
at random among all possible permutations on { 0 , 1 ) ~ ~ .  

7 Compute the advantage of the distinguisher. 
Hint: If your distinguisher outputs 1  when its predicts that the 
oracle implements 1.5 round IDEA and 0  if it predicts that the oracle 
implements C*, its advantage is defined by 
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For the sake of simplicity, when computing Pr 

consider that Wl, W2, and W3 are independent random variables, 
uniformly distributed among (0, 1)16. 

8 Suppose now that the cryptanalyst has access to an oracle which 
implements a two round version of IDEA. Using the preceeding ques- 
tions, describe an attack (e.g., write an algorithm) which recovers 

the value of (kf), k t ) ) .  Give an estimate of the complexity of the 

attack. 

D Solution on page 115 

Exercise 13 *Fault Attack against a Block Cipher 

The aim of this problem is to show that introducing some faults in 
a block cipher can have a dramatic effect on its security. Throughout 
this exercise, we will consider a block cipher denoted E with e rounds, a 
block size and a key size of n bits. This block cipher simply consists of 
an iteration of functions Ti and subkey additions (see Figure 4.6). The 
subkeys ki, 0 5 i 5 t, are all derived from the secret key Ic associated 
to E. The ith round is denoted as Ri and the intermediate state of 
the plaintext p after the ith round is denoted pi. So, we have Ro (p) = 
ko @ p = po, Ri(pi-1) = T , ( P ~ - ~ )  @ ki = pi for 1 5 i 5 e, and the 
ciphertext c = pe. 

1 Show how the decryption algorithm works. Under which conditions 
can we decrypt the ciphertexts encrypted by E? 

From now on, we will assume we have a device at  our disposal which 
allows to produce some faults in a given implementation of E (in a smart- 
card, for example). Usually, one fault will correspond to flipping one 
chosen bit of an intermediate state pi. We will also assume that ke is 
uniformly distributed in (0, lIn and that Tl = T2 = = Te = T. 

2 Here, we will produce some faults on pe-1, i.e., we modify pe-1 to 
pL-l = pe-1 @ 6, where 6 is a bitstring of length n with a 1 at the 
position of the bits we aim at modifying in the ciphertext, and 0's 
everywhere else. Let c' be the ciphertext obtained when introducing 
the faults 6. Find a relation between 6, pe-1, c, and c'. 

3 Assume here that our device only allows us to produce some faults 
in the subkeys. How can we get the same c' as above with such a 
device? 
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Figure 4.6. The block cipher E 

Table 4.1. Definition of the function f 

4 Assume here that n = 12 and that T is defined as follows 

where the function f : (0, 113 --+ (0, 113 is defined by Table 4.1. 
Now, we will try to obtain some information about one subkey. For 
this, we first encrypt a plaintext p chosen uniformly at random, using 
the target implementation of E. Then, we encrypt the same plaintext 
again, but we introduce some faults in pe-1 such that it is transformed 
into pe-l@ 6, with 6 = (001,000,000, OOO), i.e., we flip the last bit of 
XI. Let c be the ciphertext E(p) and c' be the ciphertext obtained with 
the introduced fault. Show that we can deduce some information on 
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pe-1 when c = (110,110,010,011) and c' = (100,110,010,011). How 
many candidate values for pe-1 does this leave? 

5 How many candidates for the subkey Ice does this leave? 

6 Let c,  c', and 6 be as above. Set 6' = c @ c'. Compute D P ~ ( ~ ,  6') for 
the above defined transformation T. 

7 Now, we consider that n, T ,  and 6 are arbitrary again. We repeat 
the same experiment. Let Ne be the number of possible remaining 
candidates for ke after the experiment. Give an expression of Ne de- 
pending on 6 ,  6' = c @ c', n, and T .  

8 Show that Ne 2 2. 

9 In practice, it is very difficult to produce some fault at  a chosen bit 
position. We consider again the experiment of Question 4 except that 
we produce a fault for which the bit position is uniformly distributed 
at random, i.e., 6 is picked uniformly at random among the bitstrings 
of size n with Hamming weight 1. We also assume that n = 12 and 
that T is the one defined in Question 4. Results of the experiment 
provides c = (101,111,010,100) and c' = (101,111,110,100). How 
many candidate values for Ice does this leave? 

D Solution on page 122 
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Solutions 

Solution 1 The SAFER Permutation 

ZZS7 is a multiplicative group of order ~ ( 2 5 7 )  = 256, since 257 is a 
prime number, where p is the Euler Totient Function and p(n)  is equal 
to the number of integers in the interval [I ,  n] which are relatively prime 
to n. The order of an element a E Z: is the least positive integer t such 
that a t  - 1 (mod n). By Fermat's Little Theorem, we know that, if 
gcd(a, p) = 1 and p is a prime numbcr, then ap-' r 1 (mod p). Thus, 
4 5 2 5 k  1 (mod 257). By Lagrange's Theorem, we also know that the 
order of 45 divides the group order, i.e., 256 and thus the order of 45 
must be a power of 2. We observe that 4512' = 256 (mod 257), so that 
the smallest integer t (being a power of 2) such that 45t - 1 (mod 257) 
is 256. Therefore, the order of 45 is equal to the group order, which 
proves that 45 is a generator of the group ZZs7. The group ZZ57 is thus 
cyclic and we can write 

Z;57 = {45i mod 257 where 0 5 i 5 255). 

Thus, the function x H 45" (mod 257) is a bijcction from (0, .  . . ,255) 
to (1,. . . ,256). Reducing the former set modulo 256 transforms this 
bijection into a permutation over (0 , .  . . ,255). 

The reference paper on SAFER-K is [26]. 

Solution 2 *Linear Cryptanalysis 

The idea is to build pairs of elements (a, 2m-1 +a)  such that a < 2m-1 
with identical parity bits arid to show that they have different parity bits 
after the application of E(.) .  We have 

E(a)  = (ga mod (2m + 1)) mod 2m 

and 
27'1- 1 

~ ( 2 ~ ~ '  + a )  = ( g  . ga mod (2m + 1)) mod 2m. 
am-1 

It can be shown that g E -1 (mod 2m + 1). Indeed, if p is a prime, 
then x2 --. 1 (mod p) if and only if p I (x - 1)(x + 1). As p is prime, this 
means that p I x - 1 or p I x + 1, i.e., that x --. f 1 (mod p). Conversely, 
if either of those two congruences holds, then x2 e 1 (mod p). In our 

y - 1  
case, we know that g cannot be congruent to 1, as g is a generator. 

2 n - 1  
Therefore, g must be congrucnt to -1. We obtain 

~ ( 2 ~ ~ ~ '  + a )  = (-ga mod (2m + 1)) mod 2m 
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Note that the two images have different parity bits, since 2m + 1 is an 
odd number. Let n = 2m. Z, can be partitioned into 4 disjoint sets: 

A = {x E Z, I x r 0 (mod 2) and E(x)  - 0 (mod 2)) 
B = {x E Z, I x r 0 (mod 2) and E(x) = 1 (mod 2)) 
C = {x E Z, I x = 1 (mod 2) and E(x)  = 0 (mod 2)) 
D = {x E Z, I x r 1 (mod 2) and E(x)  = 1 (mod 2)) 

Clearly, AUB = {x E Z, I x = 0 (mod 2)) andCUD = {x E Z, I x =  1 
(mod 2)) and thus, [A U BI = IC U Dl = 2m-1. We have shown that 
there is a bijection between A and B.  Namely, any pair of the form 
(x, x + 2m-1) with x < 2m-1 contains one element of A and one element 
of B. Thus, we have /A[ = IBI = 2m-2. The same holds between C and 
D.  Thus 

1 
Pr[x = E(x) (mod 2)] = Pr[x E A or x E Dl = -. 

2 

More details about the linear cryptanalysis of SAFER can be found 
in [53]. 

Solution 3 *Differential and Linear Probabilities 

1 We denote by + the addition modulo 32. We have 

where X = X31X30 . . . XO and Y = Y31Y30 . YO are uniformly dis- 
tributed random 32-bit strings. We introduce the following nota- 
tions: we let Si be the addition modulo 232 of XiXi-l '  XO and 
YiK-1 . . . Yo and let Ci be the carry bit resulting from this addition. 
Note that S3i = X + Y and that the modular addition erases the last 
carry bit, so that C3i = 0. 

We have X' = X @ 6  = X31X30.--X0 and Y' = Y$S = K & O + . . Y O ,  
therefore S30 = SiO and C30 = CiO. Finally, 

and as a @ 6 = a @ b for any bitstrings a and b, we conclude that 
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2 This time, XI = X @ 6 = X31X30X29..-X0 and Y' = Y @ 6 = 
Y31Y30Y29 . . . YO. Similarly to the previous question, S29 = Sh9 and 
C29 = Ci9. Therefore, 

Denoting b = C29 = Ch9, Table 4.2 shows the different values of the 
carry bits C30 and CAo depending on the values of X30, Y30, and b. 
We deduce that C30 = CA0 occurs with probability i. Finally, 

3 We have 

~Pf(6(16,6)  = (2Pr[S - X $ 6  Y = 6 f (X ,Y) ]  - 1)2 
= (2Pr[6. X @ S .  Y = 6 .  ( X  + Y)] - I ) ~ .  

As 6 .  X = Xo, 6 .  Y = Yo, and as 6 .  ( X  + Y) = Xo @ Yo, 

4 Here, we h a v e 6 . X = X 1 @ X o  a n d 6 . Y  =Yl@Yo. A s S . ( X + Y ) =  
Xo @Yo @ XI @ Yl @ Co (using the notations of the previous questions), 
we have 

L P ~  (6116,6) = (2 Pr[Co = 01 - I ) ~ .  

As Go = 0 with probability i, we conclude that 

The reference papers on differential and linear cryptanalysis are [5] 
and [28] respectively. 

Table 4.2. Possible values of the carry bits C30 and Cho, depending on X30, Y30, and 
on the previous carry bit b = C29 = C& 
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Solution 4 *Feistel Schemes 

1 The probability is equal to 1 as we always have x, = y, for @(I).  

2 We have 
P~[v"" i I] = Pr[C*(x,) = x,]. 

We recall (from Exercise 1, Chapter 1) that for the random per- 
mutation C* uniformly distributed over all possible permutations of 
(0, lIn, we have for any x, y E (0, lIn 

Pr[C* (x) = y] = Pr  [Y = y] = 2-n, 
Y ~ ( 0 , l ) ~  

Therefore 
32 P~[D"" i 11 = 2- . 

Finally, the advantage of the distinguisher 2) is ~ d v ~  = 1 - 2-32. 

3 We consider the distinguisher described in Algorithm 15. 

Algorithm 15 2-round Feistel distineuisher D 

Input: an oracle O implementing either a 2-round Feistel scheme @(2) 

or a uniformly random permutation C* 
Output: 0 (if the guess is that O implements C*) or 1 (if the guess is 

that 0 implements ~ ( ~ 1 )  
Processing: 

I: let P = (xe, x,) and P' = (xi, x,) with xe # xi be two input plain- 
texts 

2: submit P and P' to the oracle and get C = (ye, y,) and C' = (y;, yi) 
3: if xe @ xi = y, $ y;, then output "I", otherwise, output "0" 

4 If the oracle O implements a 2-round Feistel scheme @(2), we always 
have xe $ xi = yT $ yi, SO that 

Consider now the case where O implements C* and denote x = 

(xe,xT), X I =    xi,^), Y =   ye,^,), and y l =  (yi,yi) such that 

As already mentioned, one can consider C*(x) and C*(xl) as two 
random variables, that we will respectively denote Y = (Ye, Y,) and 
Y' = (Yi,Y,'), uniformly distributed over { 0 , 1 ) ~ ~ .  But as we know 
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that x # x' and as C* is a permutation, Y and Y' are different 
(which are therefore not independent). Consequently, if we denote 
a = xe @ xi # 0, we obtain 

Pr[Yr @c = a I Y # Y'] 
Pr[Yr @ Y,' = a, Y # Y'] 

Pr[Y # Y'] 

Consequently, the distinguisher D defined by Algorithm 15 has the 
following advantage 

32 ~ d v ~  = 1 - 2- . 

Solution 5 A m  possible Differentials 

The propagation of the (AllO, AllO) differential characteristic is de- 
picted in Figure 4.7. As we know that the functions fi,fi,f3,f4, and 
f5 are in fact permutations, we must take into account that a non-zero 
difference in input will result in a (possibly identical) non-zero difference 
in output. Thus, we see that there is a contradiction at the output of 
f3. A value A XORed with a non-zero ,B difference cannot give a A 
difference. Thus, the probability that such a differential characteristic 
occurs in a 5-round Feistel scheme is equal to 0, provided that the fi's 
are permutations. 

A complete security analysis of Feistel ciphers with 6 rounds or less 
is available in [24]. 

Solution 6 *Attacks Using Impossible Differential 

1 A three-round Feistel scheme is represented on Figure 4.8. The in- 
verse of this scheme is 9(f3,  f2,  fi) .  

2 The differential probability of a permutation c is 

DPC(a, b) = Pr[c(X @ a)  = c(X) @ b], 
X 
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Figure 4.7. Propagation of a differential characteristic (AllO, AllO) in a 5-round Feis- 
tel scheme 

Figure 4.8. A three-round Feistel scheme @( fi  , f2, . 

where the probability is taken over the uniformly distributed random 
variable X E (0, lIm. We now consider a random permutation C*, 
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uniformly distributed. We have 

Ec* [DPC* (a, b)] = x Pr[c(X @ a )  = c(X) @ b] Pr[C* = c] 
C 

= y C 1c(x,a)=c(,),b Pr[X = XI PdC* = cl 
C x 

= x g - [ c * ( x @ a )  = C * ( x ) @ b ] P r [ X = x ] .  
x 

Since a # 0, x and x @ a are different and thus, so are C*(x) and 
C*(x @ a).  The difference C*(x) @ C* (x @ a) is thus uniformly dis- 
tributed among all non-zero differences. Therefore 

and 
1 

Ec* [IlPc'(a, b)] = -. 
- 1 

3 A distinguisher is a probabilistic Turing machine which can play with 
an oracle (The Turing machine sends queries to the oracle and receives 
answers.). At the end, the Turing machine outputs 0 or 1. The 
advantage for distinguishing C from C* is the difference between 
the probability that the Turing machine outputs 1 when the oracle 
implements C* and the probability that it outputs 1 when the oracle 
implements C. 

4 The distinguisher is described by Algorithm 16. Obviously, when the 
oracle is 9(f1, f2) ,  the distinguisher outputs 1 with probability 1. 
When the oracle is a permutation chosen at random, yl and y2 are 
different random elements. The probability that the distinguisher 
outputs 1 in this case is thus 

and as the numerator of the fraction is equal to 

we obtain 
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Algorithm 16 A distinguisher of a two-round Feistel scheme 
Input: an oracle 0 implementing either a two-round Feistel scheme 

Q(fl, f2) (where fl and f2  are random permutations) or the uni- 
formly distributed random permutation C*. 

Output: 0 (if the guess is that O implements C*) or 1 (if the guess is 
that O implements Q( f l ,  f2))  

Processing: 
1: let a ,  6, c E (0, l)m/2 such that a # b 
2: let XI  = allc and 2 2  = bllc, send the two queries xl  and 2 2  to the 

oracle 
3: receive the two answers yl = tllu and y2 = vllw from the oracle, 

where t ,  u, v, w E (0, l)m/2 
4: if a $ b = u $ w  then 
5: output 1 
6: else 
7: output 0 
8: end if 

Therefore the advantage for distinguishing Q(fl ,  f2)  from a random 
permutation is approximately 1 - 2-7 .  

5 (a) The solution of this question is given in Solution 5 of this chapter. 
(b) Let us assume there exists A such that 

By XORing the first and third equation, we obtain t @ v = t' $ v'. 
The fourth equation is equivalent to w = w'. This proves the 
"j" direction. 
Let us now assume that t @ v = t' $ v' and w = w'. Since the 
tuples are taken from the pool, we already have u = u', therefore 
u @ u' = 0. Obviously we have w $ w' = 0. We let A be equal to 
t $ t'. We have now 

which proves the "-+" direction. 
We deduce that finding two such tuples in the pool is equivalent 
to finding collisions on the (t $ v, w) pair: whenever we have 
(t @ v, W) = (t' $ v', w'), we have found two such tuples. 
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(c) We set u to a constant. We denote (tillu,villwi) the i th tuple 
of A. To ensure that all the tuples are distinct one from each 
other, we increment the value of ti for each tuple, starting from 
0, where a binary string is implicitly considered as the binary 
representation of an integer. According to the previous question, 
the first computation is equivalent to finding the expected number 
of collisions of the type 

among the 2m/2 tuples of A. Let N be the random value corre- 
sponding to the number of such collisions. We have 

and thus 

As villwi = C*(ti llui), we can consider vi and wi as uniformly 
distributed random values1 of (0, llml2, and thus the probability 
of the last sum is equal to 2-m. We finally deduce that the 
expected number of tuples satisfying the condition is 

Using the Birthday Paradox, the probability that we get at  least 
one collision such as (4.1) (which is a collision on m-bit binary 
strings) among the 2m/2 tuples is 1 - e-'I2. 

(d) The distinguisher is described in Algorithm 17. When the ora- 
cle implements C (where the fi's are random permutations), the 
probability that the distinguisher outputs 1 is 1 as, according to 
the previous questions, a collision such as (4.1) cannot occur. On 
the other hand, if the oracle implements C*, we know from the 
previous question that no such collision occurs with a probability 
e-lI2. Therefore, the advantage of the distinguisher is 1 - evil2. 

6 The attack is described in Algorithm 18. The number of chosen plain- 

'See Exercise 1 in Chapter I 
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Algorithm 17 Distinguishing a 5-round Feistel scheme with random 
permutations from C* 
Input: an oracle 0 implementing either the 5-round Feistel scheme C 

or the uniformly distributed random permutation C* 
Output: 0 (if the guess is that 0 implements C*) or 1 (if the guess is 

that 0 implements C) 
Processing: 

set u to some fixed value of (0, llrnl2 
for i = 1 to 2rn/2 do 

let ti be the binary representation of i 
send ti llu to the oracle and receive vi llwi 

end for 
sort the (ti $ vi, wi) tuples 
if there is a collision such as Equation (4.1) then 

output 0 
else 

output 1 
end if 

Algorithm 18 Attacking a 6-round Feistel scheme with random per- 
mutations 
Input: an oracle which implements the 6-round Feistel scheme 
Output: key candidate(s) for K6 
Processing: 

set u to some fixed value of (0, llrnI2 
for i = 1 to 2m/2 do 

let ti be the binary representation of i 
send ti llu to the oracle and receive llvi 

end for 
for all possible candidate value k6 for K6 do 

for i = 1 to 2rn/2 do 
wi t ri $ DESk,(vi) 

end for 
sort the (ti @ vi, wi) tuples 
if there is a collision such as equation (4.1) then 

reject k6 
else 

accept k6 as a candidate 
end if 

end for 
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texts that are needed in the algorithm is 264 as m = 128 here. The 
time complexity of this attack is 2" x 256 = 2120 DES computations. 
For a wrong key, the probability that it is discarded is 1 - e-lI2, 
i.e., a fraction a = 1 - e-ll2 of wrong keys are rejected at each ex- 
ecution of the algorithm. If we iterate n times the algorithm, until 
(1 - a)n < 2-56, only the good key remains. This is achieved for 
n = 11210g(2) x 78. Finally, we can recover the right key with a 
time complexity close to n . 2120 DES computations and using n 264 
chosen plaintexts. 

A complete security analysis of Feistel ciphers with 6 rounds or less 
is available in [24]. 

Solution 7 *Mukiperrnutations 

1 The two different tuples ( O , 1 ,  1,1) and (1,1,1,1) are valid ones for 
f l  and f2. They differ only in 1 coordinate. If fl (resp. f2)  was a 
(3,l)-multipermutation, two distinct tuples should differ in at least 
2 coordinates. 

2 Consider the following two tuples 

(a, b, c, a @ b @ c) and (a', b', c', a' $ b' $ c'). (4.2) 

We want to prove that if these tuples differ in some position, they 
differ in at least 2 positions. Note that it is only necessary to deal 
with the cases where the tuples a priori differ at only one position 
since the other cases already fulfill the desired property. 

Suppose that the two inputs (a, b, c) and (a', b', c') differ in one, 
and only one position. By symmetry, we can consider the case 
where a # a', b = b', and c = c'. As 

a # a l ,  b =  b', a n d c = c ' + a @ b @ c # a ' @ b ' @ c l ,  

the tuples defined in (4.2) differ in at least two positions. 

Suppose now that a@b@c # a'@b'@cl. By definition of a function, 
it cannot be the case that the tuples (a, b,c) and (a', b',cl) are 
equal. Hence, the tuples also differ in at least 2 positions. 

We showed that in any case, if the two tuples defined in (4.2) dif- 
fer, they differ in at least two positions and thus f3 is a (3,l)- 
multipermutation. 



108 EXERCISE BOOK 

3 The key observation is that the most significant bit of a is lost during 
the multiplication by two. Thus, we can easily build the following 
counterexample 

We see that the two valid tuples (0,0,0,0) and (128,0,0,128) differ 
in only 2 positions, which is impossible when considering a (2,2)- 
multipermutation. Therefore 2-PHT is not a (2,2)-multipermutation. 

4 We consider the two tuples 

and we try to show that if they differ, they differ in at  least 3 positions. 

If xe # xi  and x, # xi: As M is a permutation and as we clearly 
have (xe, x,) # (xi, xi)  then we know that M(xe, x,) # M(xi,  xi) ,  
i.e., that (ye, y,) # (yi, 3;). This means that ye # y: and/or 
y, # y;. Therefore, the tuples defined by (4.3) differ in at  least 3 
positions. 

If xe # xi  and x, = xi: We have 

Similarly, we can show that y, # y;, and thus that the tuples 
defined by (4.3) differ in exactly 3 positions. 

If xe = xi and x, # xi: Just as in the previous case, it is possible 
to show that ye # yi and y, # yi, so that the tuples defined by 
(4.3) differ in exactly 3 positions. 

Finally, in any case, if the two tuples defined by (4.3) differ, they differ 
in at  least 3 positions. Therefore, M is a (2,2)-multipermutation. 

The reference papers on multipermutations are [47, 531. 

Solution 8 *Orthomorphisms 

1 We observe that w(x) @ x = ROT~(X @ (x << 4)) = w-'(x). As 
w(x) @ x  has an inverse (which is w(x)), it is a permutation, and thus 
w is a XOR-orthomorphism. 
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2 The XOR-orthomorphism is represented in Figure 4.9. We can use 
this representation to find the inverse, which is 

Figure 4.9. A XOR-orthomorphism 

3 If we denote an input x = x 7 ~ x 6 ~ x 5 ~ x 4 ~ x 3 ~ x 2 ~ x 1 ~ x 0  we get 

and 

which is invertible. Thus, ~ ( x )  @ x is a permutation and n(x) is a 
XOR-orthomorphism. T-' (y) = R O T ~ ( R O T ~ ( ~  AND 0x55) @ y). 

4 We denote this new permutation by n'. We have 

and 

Obviously, it is easy to invert this last expression. Therefore, d (x)$x  
is a permutation, thus d ( x )  is a XOR-orthomorphism. Furthermore, 
n'-' (y) = R O T ~ ( R O T ~ ( ~  AND 0x80) @ y). 

5 In this proof, we consider two 4-tuples denoted by (a, b, a$b, a$a(b)) 
and (a', b', a' @ b', a' $ a(bf)). 
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Assume that the function is a (2,2)-multipermutation. For any b 
and b' such that b # b', we know that a ( b )  # a(b') as the tuples 
(0, b, b, a ( b ) )  and (0, b', b', a(b1)) must differ on 3 positions at  least. 
Therefore, a is a permutation. For any a and a' such that a # a', 
we have a $ a(a)  # a'$ a(a1), as the tuples (a, a ,  0, a $ a(a))  and 
(a', a', 0, a' $ a(af))  must differ on 3 positions at  least. Therefore, 
a is a XOR-orthomorphism. 

Assume a is a XOR-orthomorphism. We denote at(x) = x$a(x). 
As a is a XOR-orthomorphism, a' is a permutation. If a = a I 

and b # b', then clearly a $ b # a' $ b'. Moreover, as a is a 
permutation, a $ a(b) # a' $ a(b1). Thus, the tuples differ on 
exactly 3 positions. If a # a' and b = b', we obviously have 
a $ b # a' $ b' and a $ a(b) # a' $ a(b1). Thus, the tuples differ 
on exactly 3 positions in this case too. Finally, assume a # a' 
and b # b'. If a $ b # a' $ b', we are done. If a $ b = a' $ b', 
and if we moreover assume that a $ a(b)  = a' $ a(bf ) ,  we obtain 
at (b)  = at(b'), which is a contradiction to the fact that a' is a 
permutation. We have shown that the tuples differ on at least 3 
positions in this case as well, which concludes the proof. 

The reference papers on XOR-orthomorphisms and their applications to 
block ciphers construction are [52, 541. 

Solution 9 *Decorrelation 

1 By definition, 

As this "measure" represents the advantage of the best non-adaptive 
distinguisher using d queries, it is rather clear that 

since the best non-adaptative distinguisher using d - 1 queries can be 
considered as a non-adaptative distinguisher using d queries, includ- 
ing one which is not taken into account. 

2 By definition, an advantage is given by 

As a probability measure returns always a result in the interval [ O , l ] ,  
we have 

Ipr[dc -+ 11 -pr [dC* -+ 111 I 1 



Conventional Security Analysis 

which implies that 

Furthermore, as 1 1  1.1 1 is a norm, we have 

3 The property D ~ c ~ ( c )  = 0 means that the distance between [ c ]~  and 
[c*]~ is zero. By definition of a distance, this happens if and only if 
[ c ]~  = [c*]~.  Obviously this does not depend on the choice of the 
distance. 

4 The above property with d = 1 means that [CI1 = [C*]'. The coeffi- 
cient of these matrices are the probabilities Pr[C(x) = y]. Therefore, 
this property means that for any x and y, we have 

Pr[C(x) = y] = Pr[C*(x) = y]. 

Since Pr[C*(x) = y] = 2-m (see Exercise 1, Chapter I), the property 
means that for any x and y we have Pr[C(x) = y] = 2-m. In this 
case we can prove that we have perfect secrecy. For any x and y, we 
have 

Pr[X = XI 
Pr[X = xIC(X) = y] = Pr  [C (x) = y] . 

Pr[C(X> = YI 
The probability Pr[C(X) = Y] can be computed as follows 

Pr  [C(X) = y] = Pr [C(xl) = y lX = XI] P r  [X = x'] 
x' 

Since C and X are independent, we have 

Thus Pr[C(X) = y] = 2-m. Therefore we obtain that 

for any distribution of X .  

5 The property of Question 3 with d = 2 means that for any x, x', y, 
y' we have 
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In particular, for x # x' and y # y', we obtain 

In this case we can prove that we have a Markov cipher: let x, a ,  b be 
any m-bit strings such that a # 0 and b # 0. We have 

Similarly, we have 

Therefore, as Pr[C(x+a)-C(x) = b] = E(Pr[C(X+a)-C(X) = b]), 
we have a Markov cipher. 

6 Decd(fK) = 0 means that for any pairwise different XI , .  . . , xd and 
any yl, . . . , yd, we have Pr[fK(xi) = yi for i = 1, . . . , dl = 2-md. 

Let us pick random pairwise different XI , .  . . , xd. We obtain that for 
any y1,. . . , yd, the above probability is non-zero. This implies that 
there exists at least one key k such that fk(xi) = yi for all i = 1,. . . , d. 
Therefore we must have at least 2md keys, i.e., K must at  least have 
a bit length of md. The purpose of the exercise is to show how to 
achieve this minimal key size. 

7 For any x, y E (0, 1Im we have 

Therefore [fKI1 = [F*]' which clearly implies that fK is at  distance 
0 from F*, i.e., 

Decl(fK) = 0. 

We notice that we achieve the minimal length for the key here. 

8 We take K = (K1,. . . , Kd) E (GF(2m))d (which achieves the minimal 
length). We define fK(x) = K1 + K2x + K3x2 + . . . + ~ ~ x ~ - ~  in the 
sense of GF(2m) operations. For pairwise different X I ,  . . . , xd and any 
yl, . . . , yd, we can find a unique polynomial P such that P(xi)  = yi 
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by interpolation. The coefficients of this polynomial define a unique 
key K such that the polynomial is actually fK.  This proves that 
Pr[fK(xi) = Yi for i = 1,. . . ,d] = 2-md. 

The reference paper on the Decorrelation theory is [55] 

Solution 10 *Decorrelation and Differential 
Cryptanalysis 

Let a # 0 and b be such that 

E D P ~ ,  = E ~ ( D P ~ ( ~ ,  b)). 

As DPC(a, b) 2 0 and as DPC(a,O) = 0, we can assume that b # 0. 
We consider the distinguisher described in Algorithm 19. This distin- 

Algorithm 19 A differential distinguisher between C and C* 
Input: an oracle 0 implementing either C or C*, two masks a and b 

such that a # 0 and b # 0 
Output: 0 (if the guess is that 0 implements C*) or 1 (if the guess is 

that 0 implements C )  
Processing: 

I: pick x uniformly at random 
2: submit x and x @ a to 0 and get yl and y2 
3: if y1 = y2 @ b then 
4: output 1 
5: else 
6: output 0 
7: end if 

guisher is limited to two queries. Its advantage must thus be less than 
BestAdvcg (C, C*). 

We now look for an expression of this advantage. When the ora- 
cle implements C, the probability that the distinguisher outputs l is 
Ec(DPC(a, b)). When it implements C*, the probability that it outputs 
1 is 1/(2m - 1) since yl and yz are different random elements and b # 0 
(see Exercise 1, Chapter 1 for a proof). Therefore, the advantage of the 
distinguisher is equal to 

This leads to the inequality. 
The reference paper on the Decorrelation theory is [55]. 
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Solution 11 *Decorrelation of  a Feistel Cipher 

We let r' = 3L;J Let C = Q(Fl , . . . ,  F,) and C ' =  Q(Fl ,..., Fro. 
Since C can be written C" o C' with C" independent from C', we notice 
that any distinguisher between C and C* can be transformed into a 
distinguisher between C' and C* with the same advantage by simulating 
C" (we simulate a C oracle by using a C' oracle and simulating the C" 
function). Therefore 

BestAdvcl: (C, C*) 5 BestAdvcl: (C', C*). 

Assuming that we can prove the result with r' instead of r ,  this proves 
the inequality. So let us now focus on r' instead of r, which means that 
we concentrate on r = r' multiple of 3. 

We consider Ci = Q(F3i-2, F3i-i, F3i) for i = 1, . . . , ;. We have 
C = C; o - .  - o C1. Since all Ci's are independent and the decorrelation 
is multiplicative, we have 

1 
BestAdv,,: (C, C*) = -Decd(c) 

2 

1 
= - n 2 . BestAdv,,: (Ci, C*). 

2 i=l 

Assuming that we can prove the result with r = 3, we can use the 
inequality with all BestAdvcld(Ci, C*) and prove the result. So let us - 
now focus on r = 3. 

We consider Co = C ,  C1 = Q(Fl, F2, F;), Cz = Q(Fl, F,*, F;), and 
C3 = Q(FT, F,*, F;) where FT, F,*, F; are truly random functions. We 
interpret again the best advantage in term of decorrelation. Since the 
decorrelation is a distance, we can use the triangular inequality. So the 
best advantage for distinguishing C from C* is less than the sum of all 
best advantages for distinguishing Ci from Ci+1 and the best advantage 
for distinguishing C3 from C*. By using the Luby-Rackoff Theorem we 
obtain that 

BestAdvcl: (C3, C*) < d22-7. 

Now we can estimate BestAdvcl:(Ci, Ci+1). We only have to show that 
it is less than E.  

If we take a distinguisher between Ci and Ci+1, we need to use an or- 
acle which implements Ci or Ci+i. But only F3-i has been replaced by 
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F3-i. Thus, if we have an oracle which implements either F3-i or F3-i, 
by simulating the other Fj or F;, we can simulate an oracle which imple- 
ments either Ci or Ct .  This means that we can transform a distinguisher 
between Ci and C; into a distinguisher between F3-i and F3-i with the 
same advantage. We however know that BestAdvcld (F3.4, F3-i) is less 

a 

than E. Therefore we have BestAdvclg(Ci, Ci+l) 5 E. 

The reference paper on the Decorrelation theory is [55]. 

Solution 12 *A Saturation Attack against IDEA 

1 Algorithm 20 describes a generic exhaustive key search among the 
N keys of a cipher. The key of IDEA is 128-bit long, so that the 
worst case complexity of an exhaustive key search is 212' (i.e., the 
right key is the last to be tested). The average complexity E[C] of 
Algorithm 20 is 

N N 
N + l  

E[C] = x cPr[C = c] = x cPr[lc,(,) is the right key] = - 
c= l c=l / 2 .  

V 

Therefore the average complexity of an exhaustive key search against 
IDEA is approximately 2127. The attack is not practical. 

2 The three-round decryption scheme is given on Figure 4.10. The Lai- 
Massey scheme is a permutation on the simple condition that F is a 
function. If we respectively denote xe and x, the left and right input 
of the first round, its left and right outputs are xe @ Fl(xe @ x,) and 
x, @ Fl(xe @ x,) respectively. Going through the first round with 

Algorithm 20 Exhaustive key search algorithm 
Input: a set K: = {kl,. . . , kN) of key candidates and an oracle 0 such 

that O(ki) is true if ki is the right key and false otherwise 
Output: the right key 
Processing: 
1: pick a random permutation a of { I , .  . . , N )  
2: for i = 1 to N do 
3: if O(k,(i)) then 
4: output kU(q and stop 
5: end if 
6: end for 



EXERCISE BOOK 

Figure 4.10. Inverse of the three-round Lai-Massey scheme 

these values, we obtain 

on the left and 

on the right. 

3 All three functions are defined from (0, 1)16 over (0, 1)16. In order 
to show that they are bijective, it is therefore sufficient to show that 
they are injective. Let o E {@, 0, W) be one of the three group laws. 
Let x, y E (0, 1)16 such that 

As o is a group law, c must be invertible. If we denote c-' its inverse, 
we have 

X O C O C - ~  = y ~ c o c - l  =3 x = y, 
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which proves that all three functions are injective and therefore bi- 
jective. 

(1) 4 When P goes through {PI , .  . . , &6),  X4 goes through all possible 
values of (0, 1)16. We will say that this word is active and denote 
a word verifying this property by A. Similarly, constant words will 
be denoted c. The conclusion of the preceeding question shows that 
A and c follow the propagation rules shown on Figure 4.11. The 
propagations of A and c through the first 1.5 round of IDEA are 
shown on Figure 4.12. We see on the figure that Wl is an active 
word, i.e., Wl goes through all possible values of (0, 1)16 when P 
goes through {PI, . . . , P216). 

5 Figure 4.12 shows that W2 and W3 are active words. 

6 From the previous results, we deduce a distinguisher V described by 
Algorithm 21. This distinguisher outputs 1 when it predicts that the 
oracle 0 implements 1.5 round IDEA and 0 otherwise. 

7 If the oracle 0 implements 1.5 round IDEA, we showed in a previous 
question that Wl , W2 and W3 are always active words. Therefore 

Using the hint to compute Pr  VC* -+ 1 . [ I 

Figure 4.11. Active and constant words propagation rules 
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1 first half of t h e  
second round 

Figure 4.12. Active and constant words propagation through 1.5 round of IDEA 

If the oracle 0 implements C*, our distinguisher will give a wrong pre- 
diction if Wl, W2, and W3 are active words. If we suppose that these 
are independent random values uniformly distributed over (0, 1)16 
we obtain 

Pr  [VC* + 11 = Pr[Wl, W2, W3 are active words] 

z Pr[Wi is an active word]. 
i=l 

The probability that W E {Wl, W2, W3) is an active word is equal 
to the probability that N = 216 nearly2 independent and uniformly 
randomly chosen values of (0, 1)16 are all different (i.e., there is no 
collision). If we denote wl, w2,. . . , w21s the 216 values taken by W, 

2 ~ e  will later consider a rigorous computation and see that the approximation made here is 
reasonably good. 
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we obtain (as each wi is drawn independently) 

using Stirling's approximation. Therefore, 

so that we finally obtain 

which is approximately 1 - 0.449253 . for N = 216. 

If we do not use the approximation given by the hint. 

Suppose 0 is implementing C* and let {vl, 712, . . . , V216) denote the 
216 elements of (0, 1)16. The distinguisher will give a wrong pre- 
diction if the random permutation implemented by O verifies the 
following 216 mappings 

where a ,  b,c are constant values of (0, 1)16, where * can be any 
value of (0, 1)16, and where a, a' and a" are any permutations of 
(1,. . . , 216}. We wonder how many permutations on (0, 1)64 verify 
(4.4) : 

w There are ( ( 2 1 ~ ) ! ) ~  different ways to choose a, a' and o". 
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Algorithm 21 Description of a distinguisher V between 1.5 round of 
IDEA and the uniformly distributed random permutation C* 

Input: A set of 216 plaintexts {PI, .  . . , P2w} with the following shape 

('), xy) , x?), xl1)), where xi1) goes through all possible values of (x1 
{O, 1}16 and where xy),  xy),  x?) are constant values. An oracle O 
which is either 1.5 round IDEA or C*. 

Output: 0 (if the guess is that O implements C*) or 1 (if the guess is 
that O implements 1.5 round of IDEA) 

Processing: 
1: for i = 1 to 216 do 
2: (W1,W2,W3,W4)itO(E) 
3: end for 
4: if Wl, W2, and W3 are active words then 
5: output 1 
6: else 
7: 'output 0 
8: end if 

For each one of the 216 mappings of (4.4), there are 216 different 
ways to choose the +'s. This gives a total of (216)216 ways to 
choose the *'s. 

There are 2" - 216 input values that still remain to be mapped on 
264 - 216 output values in a bijective way, which gives (264 - 216)! 
possibilities. 

Finally, there are 

different permutations that verify (4.4), so that 

The exact advantage of the distinguisher is thus 

Using Stirling's formula, one can obtain 
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where N = 216. Furthermore, since N is large, one have 

(1 - 1, (1 - 1 1 ~ ~ ) ~ ~  x e-N, and (1 - 1 1 ~ ~ ) ~ ~  1, 

which leads to the approximation 

As we can see, supposing that Wl, W2, and W3 were independent was 
quite fair, since we obtain the same approximation of the advantage. 

8 In order to recover the value of , the cryptanalyst may 

use Algorithm 22. As the advantage of the distinguisher is huge, 

Algorithm 22 Key-recovery attack against 2-round IDEA 
Input:  A set of 216 plaintexts {PI,.  . . , P216) with the following shape 

('I, xy) ,  2f),  x f ) ) ,  where xi1) goes through all possible values of (x1 
{O, 1)16 and where x r ) ,  xy),  xf )  are constant values. An oracle O 
which implements 2-round IDEA with a randomly chosen (but fixed) 
key. 

(2) (2) o u t p u t :  the value of (k5 , k6 ) 
Processing: 

1: for i = 1 to 216 d o  
2: ci + O(Pi) 
3: end for 
a: for all (if), if)) E {o, 11'6 x 10, 11'6 d o  

5: f o r a l i ~ € { ~ ; , . . . , C ~ 1 6 } d o  

6: Use the guessed value (if), if)) of (kf) , kf)) in order to par- 

tially decrypt C and to obtain Wl, W2, and W3. 
7: end for 
8: if Wl, W2, and W3 are active words then 

(2) ^(2) 9: display (% , k6 ) 
lo: end if 
11: end for 

we can consider that whenever Algorithm 22 displays a proposition 

( (2), kf)) in the (if), if)), it is a correct guess. The position of & 
list of all 232 possibilities for (if), if)) is 231 on average. Each time 

a key is tested, 216 decryptions are necessary in order to recover Wl, 
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Figure 4.13. Decryption algorithm of the block cipher E 

W2, and W3. The average complexity of the attack is thus 231 x 216 = 
247. Similarly, one can show that the worst case complexity is 248. 
Note that decrypting, i.e., obtaining the Wi's, is a very fast operation. 

The reference paper for these attacks is [32]. 

Solution 13 *Fault Attack against a Block Cipher 

1 A decryption algorithm for E exists if and only if all functions Ti, 
1 5 i 5 l are invertible, i.e., are permutations. The decryption 
algorithm is very similar to the encryption except that the order of 
the subkeys is inverted and each transformation Ti is replaced by its 
inverse. The decryption algorithm is shown in Figure 4.13. 

2 Looking at the round structure of the block cipher E, we directly 
notice that c = T(peWl )  @ ke and c' = T(pe- i  @ 6 )  @ ke. Doing 
a XOR operation between these two equations leads to the desired 
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3 It  suffices to notice that producing faults on pe-1 has exactly the 
same effect as producing the same faults on the subkey The 
ciphertext c' is unchanged since pi-l = pe-1@ 6 = T(peV2) @ kepi $6. 

4 An element x E (0, lIn is a candidate for pe-1 if it satisfies the 
relation found in Question 2, i.e., if 

Since c $ c' = (010,000,000,000) and 6 = (001,000,000, OOO), x = 
(xl, x2, x3, x4) satisfies the equation if and only if 

Observing Table 4.3, we see that the only candidates satisfying the 
previous relation are 110 and 11 1. Therefore, the candidates for pe-1 
are of the form ( l l* ,  * * *, * * *, * * *), where the symbol * can be 
replaced by any bit. In total, this leads to 2'' candidates. 

Table 4.3. Looking for candidate values for pe-1 

5 We note that each candidate for pe-1 defines a unique candidate for 
ke = c @ T ( P ~ - ~ ) .  Thus, the number of candidate values for Ice is 21° 
as well. 

6 By definition, D P ~ ( ~ ,  6') = Prx,(o,l)lz[T(X)@T(X$6) = 6'1, where 
the probability holds over the uniform distribution of X. This is 
equal to 
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7 As we already noticed in Question 5, the number of subkey candidates 
is equal to the number of candidates for pe-1. Therefore, Ne is the 
cardinality of the set {x E (0, 1)" I T(x) $ T(x $ 6) = 6'1, which 
allows to conclude that 

8 From the experiment, we know that there exists at  least one candidate 
pe-1 and thus, at least one for ke also. Furthermore, we know that 
x $6  is another candidate for pe-1 since 6 # 0. Therefore, we always 
have at least 2 candidates for ke. Note that this property directly 
follows from the fact that a nonzero DpT is always greater or equal 
than 2-"+' for any transformation T : (0, 1)" -t (0, 1)". 

9 Since c $ c' = (000,000,100, OOO), the fault occurred between the 
7th and 9th position. Otherwise, the third block of 3 bits of c $ c' 
would be equal to 000 by definition of T. Now, we look for the 
elements z E (0, 1)3 such that f (x) 69 f (x $ A) = 100 for a bitstring 
A E (001,010,100). This corresponds to the bitstrings 001, 101, 011, 
11 1, all with the same A = 100. Hence, the candidates for pe-1 are 
of the form (* * *, * * *, y ,  * * *) where y  is an arbitrary element of 
(001,101,011,111). This leads to 2'' candidates for kt. 

A reference paper on fault attacks in block ciphers is [6] .  



Chapter 5 

SECURITY PROTOCOLS WITH 
CONVENTIONAL CRYPTOGRAPHY 

Exercises 

Two persons are responsible for correcting an exam on cryptography, 
none wants to do it, but one, and only one, has to do it. Thus, they 
want to decide who will correct the exam by flipping a coin. One person 
chooses "head" or "tail". The other person flips a coin, and the decision 
is made upon the face up. One problem is that one of them is traveling 
so they can only communicate remotely over some channel (e.g., Internet 
or telephone). In order to solve this problem, somebody proposes the 
following protocol. 

w Participant A chooses x ="headv or x ="tailn and picks a random 
key K. He encrypts x with DES by using K and obtains y. 

Participant A sends y to participant B. 

w Participant B flips a coin and tells which face is up to participant A. 

w Participant A reveals K 

Participant B decrypts y with DES by using K and obtains the bet 
of participant A. 

This person claims that it is impossible for participant A "to change his 
mind" due to the commitment y. 
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1 By using a birthday-like attack, show that participant A can actually 
change his mind and cheat with the above protocol. 

2 What is the complexity of the above attack? 

3 Which cryptographic primitive requirement ensures the validity of 
the assertion "participant A cannot change his mind"? 

4 Correct this protocol to fix the above problem. 

D Solution on page 130 

Exercise 2 Woo-Lam Protocol 

In the Woo-Lam protocol (see Figure 5.1), an entity A authenticates 
himself to another entity B with the help of an authentication server S. 
We denote a secret key shared by entities X and Y by Kxy, and let Nx 
denote a random value generated by X freshly for each instance of the 
protocol. The encryption of a message m by a key K is denoted {mIK. 

A 
> 

a random N B  

Figure 5.1. The Woo-Lam protocol 

1 Prove that the protocol is flawed by showing that a legitimate and 
malicious entity C can impersonate A to B without any contribution 
from A. 

2 Correct the protocol. 

D Solution on page 130 
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Exercise 3 MicroMint I 

Let H : E -+ E be a uniformly distributed random function on a finite 
set E of cardinality N ,  where N is a large number. We let Nk = N?. 

1 We call the pair {x, y) of E (where x # y and x, y E E) a collision if 
H(x)  = H(y). What is the expected number of ordered collision pairs 
(i.e., {x, y) and {y,x) are counted as one pair), where the expected 
value is taken over the distribution of H? 

2 If we pick cN2 random elements in E for some constant c 2 1 and we 
look at all the corresponding H images, what is the expected number 
of collisions? 

3 If we pick cN3 random elements in E and we look at all the corre- 
sponding H images, what is the expected number of ordered triplets 
{x, y ,z)  with pairwise distinct elements such that H(x)  = H(y) = 
H (z)? 

4 Redo the same question with k-tuple of pairwise distinct elements 
when we pick cNk random elements in I .  (We call them k-way colli- 
sions.) 

D Solution on page 131 

Exercise 4 MicroMint ll 

Let H : E -+ E be a function on a finite set E of cardinality N ,  where 
N is a large number. A k-way collision is a k-tuple of pairwise distinct 
elements in E such that their corresponding H images are identical. We 
consider a k-way collision as a "coin" (e.g., the serial number of the e- 
coin). We assume that every month, the bank chooses a random function 
H and looks for k-way collisions in order to create new coins. The bank 
can spend a lot of time and resources in order to create e-coins, and H 
will be only revealed after all e-coins are produced. 

k-1 
1 Let Nk = N T .  For k = 4 and N = 236, compute the number 

of H evaluations, the expected number of produced coins, and the 
ratio of H evaluations over produced coins when we pick cNk random 
elements in E. 

2 For the same parameters k and N as above, estimate the cost to forge 
one valid e-coin. 

D Solution on page 132 
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Exercise 5 Bluetooth Pairing Protocol 

In this exercise, we study one potential weakness in the real Blue- 
tooth Pairing Protocol. Assume a Bluetooth device A is setting up a 
pairing protocol with a new peer device B and B happens to be the first 
challenger (i.e., A authenticates itself to B first). Suppose this pairing 
protocol between A and B finally passes successfully. 

1 Why cannot we place 100% trust on the authenticity of B?  

2 What do you propose to fix the above problem? 

D Solution on page 133 

Exercise 6 UNIX Passwords 

In this exercise, we consider the UNIX password variant which uses 
DES (see the textbook [56]). 

We would like to crack the UNIX password using an exhaustive search. 
We assume that the password consists of alphabetical characters only 
(i.e., a-z and A-Z).  

1 Recall the maximum length of a UNIX password. 

2 How many different 8-character passwords do we have? Estimate the 
complexity of the attack and give an upper bound on the Shannon 
entropy of the password. 

3 Now we consider the password which consists of 8 ASCII characters. 
Redo the previous question. 

4 Unlike alphabetical passwords, passwords that consist of ASCII char- 
acters generally cannot be remembered by human beings. Propose 
an improvement to use alphabetical characters for the UNIX pass- 
word more securely over the standard UNIX password, so that the 
maximal entropy of UNIX passwords is achieved. 

D Solution on page 133 

Exercise 7 Key Enlargement 

In order to increase the security of DES against the exhaustive search, 
we enlarge the key: we define a new block cipher EDES with 64-bit 
plaintext blocks which accepts a key K of any size. The key K is first 
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hashed onto a 128-bit string So by So = MD5(K) and then truncated to 
its first 56 bits S = t runc.~j~(S~).  We then define EDESK = DESs. 

How can you break this EDES? 

D Solution on page 134 
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Solutions 

Solution 1 Flipping a Coin by Email 

1 The idea is that A could find two keys K and K' such that 

DESK ("head") = DESK[ ("tail"). 

For this, A proceeds as follows. 

A builds two lists (DESK("headfl), K )  and (DESK/("tail"), K') for 
all K and K' respectively. Both lists are sorted according to the 
first field of each entry (LC., DESK("headv) and DESK~("tailv) 
respectively). 

A looks for the collision between the two lists and obtains K, K' 
such that DESK ("head") = DESK/ ("tail"). 

After flipping the coin, A reveals either K or K' to B depending 
on the result of coin flipping. 

2 The complexity of the above attack is the collision search between 
the 64-bit DESK("headV) and DESKr("tailV) in the two lists. By the 
Birthday Paradox, we need to peform about 232 DES evaluations for 
getting one collision. 

3 The cryptographic requirement is the collision-resistance between the 
two functions K H DESK("headV) and K H DESK("tail"). 

4 They may use a symmetric block cipher which uses a 128-bit block 
size, like AES (in this case, this birthday-like attack needs about 264 
AES evaluations). Alternatively, they can use a collision-resistant 
hash function h. Participant A chooses x E {"head", "tail"), picks 
a random string r, and computes y = h(x1lr). Once B makes his 
choice, A can finally reveal x and r .  

Solution 2 Woo-Lam Protocol 

1 Notice that with multiple sessions, the decrypted random number NB 
that B finally receives from the server is not linked with the session 
it belongs to. A malicious user M may initiate two parallel sessions 
with B, one in his own name and another one in the name of A. 
B generates two challenges NBM and NBA. M receives NBM and 
intercepts NBA. M encrypts NBA with KMs and sends the result in 
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both sessions to B. B constructs the appropriate messages and sends 
them to the authentication server S.  The server S will successfully 
recover NBA from {M, {NBA)KMs)KBs and recover some garbage X 
out of {A, {NBA)KMs)KBs, since it uses KAS in order to decrypt 
the value {NBA)KMs. B will receive {NBA)KBs and {X)KBs, be- 
lieve that he successfully has run the protocol with A and think that 
someone tried to impersonate M .  

2 We may correct the protocol as shown in Figure 5.2. 

a random N n  

check validity of 
the pair ( A ,  Ng) 

Figure 5.2. The corrected Woo-Lam protocol 

Solution 3 MicroMint I 

for any x, y E I ,  we know that the expected number of ordered 
collision pairs in & is 

2 The expected number of collisions is 

3 Similarly, we know that 

1 
Pr[H(x) = H(y) = H(z) lx, y, z are pairwise distinct] = -, 

N2 
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for any x, y, z E & the expected number of collision triplets {x, y, z )  
with pairwise distinct entries is 

4 Similarly, we have 

1 
Pr[H(xl) = . . . = H(xk) 1x1, . . . , xk are pairwise distinct] = 

for any 21,. . . , xk E &. Thus the expected number of k-way collisions 
when we pick cNk random elements in & is 

See [42] for a more detailed analysis of k-way collisions. 

Solution 4 MicroMint ll 

1 The number of H evaluations is 

According to Question 4 in the last exercise, the expected number of 
produced coins is 

ck c4 

Thus, the ratio of H evaluations over produced coins is 

2 For the forger to create one coin, he chooses the minimum value of 
c, i.e., c = 1. From previous question, we know that he has to try 
cNk = 227 computations to obtain a valid e-coin, whose value is much 
less compared with the cost of the forger. Notice that the ratio of 
H evaluations per coin produced decreases in c. It  means that the 
more computation performed the more efficient the coin production 
becomes. 

The interested reader is invited to read [42] for more application details 
about e-coins in the real life. 



Security Protocols with Conventional Cryptography 133 

Solution 5 Bluetooth Pairing Protocol 

1 The reason can be explained as follows. Assuming A follows the 
protocol honestly, after A authenticates itself, B knows the correct 
response computed by A's PIN corresponding to B's challenge. Next, 
B can try exhaustively all possible PIN'S on its own to recover A's 
PIN. Then, B can easily answer any challenge from A and success- 
fully passes the authentication. In the end, A is mistakenly paired 
wit,h a fake peer B.  To conclude, this scenario tells us that the first 
challenger in the Bluetooth Pairing Protocol could be impersonated 
by an adversary. 

2 One straightforward solution to avoid the above problem is to require 
PIN number of large bit length, so that the exhaustive search becomes 
impractical. However, note that in the Bluetooth standard the bit 
length of the PIN number is defined to be 8L bits with L E [I, 161, 
which does not exclude the possiblity of an impersonated peer. As 
an additional caution measure and yet not a countermeasure, the 
identity of the peer should be recorded down for later use after each 
execution of the pairing protocol, regardless of success or failure. 
Indeed, as mentioned in the textbook [56], this measure is already 
integrated into the Bluetooth authentication protocol, which will, 
depending on the previous authentication result, lengthen or shorten 
the waiting period before starting the next protocol with the same 
device. 

The Bluetooth standard is available at  [7]. Related studies on the secu- 
rity of pairing protocol are available in [37, 381. 

Solution 6 UNIX Passwords 

1 UNIX passwords are reduced to their eight leftmost characters. So 
we have eight effective characters. 

2 We have 528 z 245.6 different passwords, since we have 52 choices for 
each character in upper or lower cases. Exhaustive search has a worst 
case complexity of 245.6, and an average complexity of 244.6. The 
entropy is H ( K )  5 45.6 with equality if and only if the distribution 
of the password is uniform, which is not the case in practice. 

3 With ASCII characters, we have 7 x 8 = 56 bits and thus an entropy 
up to 56. 
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4 One possibility consists in hashing the password of arbitrary length 
by a cryptographic hash function (see Chapter 3). This generates a 
56-bit hashed string, which is used as a DES key (as before). 

Solution 7 Key Enlargement 

The construction is useless: the goal of the adversary is to recover 
the effective key in order to decrypt messages rather than to recover the 
original key. Note that in this exercise, the eflective key is S and the 
original key is K. Hence he can mount the same attack against DES to 
recover S which is enough for decryption. 



Chapter 6 

ALGORITHMIC ALGEBRA 

Exercises 

Exercise 1 Captain's Age 

The aim of this exercise is to find the very secret age of the Captain. 
The only information we know is that one year ago, his age was a multiple 
of 3, in 2 years it will be a multiple of 5, and in 4 years it will be a multiple 
of 7. Deduce the Captain's age. 
Hint: Maybe the Captain is Chinese ... 

D Solution on page 142 

Exercise 2 Roots in Z;, 

Compute the 7th root of 23 in Z& by using the Extended Euclid 
Algorithm and the Square-and-Multiply Algorithm. 

D Solution on page 142 

Exercise 3 *When is Z i  Cyclic? 

Let n > 1 be an integer, and let n = py' x x p p  be its decomposition 
into prime numbers. We assume that for any integers i # j ,  we have 
pi # pj, that pi is prime, and that ai > 0 for 1 5 i 5 r. We consider 
the multiplicative group Z:. The purpose of this exercise is to find a 
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necessary and sufficient condition on n such that ZE is a cyclic group, 
i.e., such that Z; has a generator. 

1 In this question, we assume that r = 1 and pl = 2. 

(a) Prove that Za is cyclic. 

(b) Prove that Z i  is cyclic. 

(c) Prove that Zg is not cyclic. 

(d) For a 2 3, deduce that Z& is not cyclic. 

2 In this question, we assume that r = 1 and pl is odd. To simplify the 
notations we let n = pa where p is an odd prime and a is a positive 
integer. 

(a) What is the order of the group Z;? 

(b) Show by induction that (1 + p)pe-2 G 1 + pe-I (mod $) for any 
integer t! 2 2. 

(c) Show that gl = 1 + p is a generator of the subgroup 

(d) Show that there exists an element gz E Z; such that gz mod p is 
a generator of Z;. 
Hint: Use the fact that Z; is cyclic. 

n-1 

(e) Let g3 = gg mod n. Prove that g3 mod p is also a generator of 
Z; and that &-' mod n = 1. 

( f )  Show that Z; is cyclic by proving that 9193 mod n is a generator 
of z;. 

3 Let f : Z; -t Z*,, x . .  x Z;;, be the isomorphism defined in the 
Pl 

Chinese Remainder Theorem as f (x) = (x mod pyl, . . . , x mod pFr). 

(a) Let xi E Z*ai of order ki for 1 5 i 5 r. What is the order of 
Pi 

f- l(xl , .  . . ,z~)? 
(b) Using the conclusions of Question 1 and Question 2, prove that 

is a necessary and sufficient condition for Z; to be cyclic. 

(c) Deduce that Z; is cyclic if and only if n is either 2, 4, 2pff, or pa, 
where p is an odd prime and a is a positive integer. 

D Solution on page 143 
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Exercise 4 Finite Fields and AES 

The Advanced Encryption Standard (AES) [33] is a block cipher which 
makes heavy use of finite field operations. The aim of this exercise is to 
become familiar with the finite field operations performed in the AES. 
AES uses as only non-linear step a S-box whose core is the multiplicative 
inverse operation in the finite field GF(28) 

The 8-bit input of the S-box is then considered as an element of GF(28). 
The designers of AES chose to represent any element of GF(28) as a poly- 
nomial of degree smaller than 8 with coefficients in GF(2). The addition 
(respectively the multiplication) in GF(28) corresponds to the addition 
(respectively the multiplication) of polynomials modulo the polynomial 
Q E GF(2)[X] of degree 8 defined by Q(X)  = X8 + X 4  + X3 + X + 1. 

1 Compute the output of 0x45, i.e., of the polynomial X6 + X 2  + 1 
under the inverse operation in GF(28). 
Hint: Maybe the Extended Euclid Algorithm will help you ... 

In AES, the main diffusion step is a linear application defined as follows. 
The 32-bit blocks are considered as polynomials of degree smaller than 
4 over GF(28). This linear application consists in multiplying the input 
polynomial with the fixed polynomial C E GF(28)[X] defined by C(X)  = 
0x03. X3  + 0x01 . X 2  + Ox01 . X + 0x02 modulo the polynomial X 4  + 1 
defined in GF(28)[X] as well. The multiplication in GF(28)[X] modulo 
a fixed polynomial can be written as a matrix multiplication. Indeed we 
can write B(X)  = C(X)  A(X) mod X 4  + 1 as 

 where^(^) = a s . x 3 + a 2 . x 2 + a l . x + a o  and B(X)  = bs .X3+b2 .  
X 2  + bl . X + bo. 

2 What is the image of the 32-bit block Ox836F13DD (where a0 = 0x83, 
a1 = Ox6F, a2 = 0x13 and a3 = OxDD) under this diffusion step? 

3 Propose two different ways to implement the above linear application 
efficiently on a computer. 

D Solution on page 145 
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Exercise 5 *A Special Discrete Logarithm 

Let p be a prime and G be the set of all elements x E Zp2 satisfying 
x = 1 (mod p). 
1 Show that G is a group with the multiplication of Zp2. 

2 Show that JGI = p. 

3 Show that L : G + Zp defined by L(x) = modp is a group 
isomorphism. 

4 Show that p + 1 is a generator of G and that the isomorphism L is 
the logarithm with respect to the basis p + 1 in G. In other words, 
we have 

for any x E G. 

Exercise 6 *Qu 

2 (p + 1) L ( x )  mod p = 

adr atic R esid u 

D Solution on page 146 

Let n = pl x pa x . . . x pk where pl,  . . . ,pk are distinct odd primes and 
an integer k 2 2. The element a E Zk is said to be a quadratic residue 
(QR) modulo n if there exists an x E Zk such that x2 = a (mod n). If 
no such x exists, then a is called a quadratic non-residue (QNR) mod- 
ulo n. Note that the non-invertible elements of Z, are neither quadratic 
residues nor quadratic non-residues. 

1 Find the QR's and QNR's of Zg5. How many square roots does each 
of these QR's possess? 

2 We call "CRT-transform", the ring isomorphism used in the Chinese 
Remainder Theorem. Prove that an element a E Zz  is a QR modulo n 
if and only if each component of its image under the "CRT-transform" 
with respect to the moduli pl, . . . ,pk is a QR of Z;i. 

3 Show that a QR of Zz  has exactly 2' distinct square roots in Zk. 

4 Show that the QR's of ZL form a subgroup of Z;. What is the order 
of this subgroup? 

5 Show that the product of a QR of Z;", and a QNR of Zz  is always a 
QNR of Zk. 
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6 Exhibit some examples in ZZ5 which show that the product of two 
QNR's of Zg5 can be either a QR or a QNR of ZZ5. 

D Solution on page 148 

Exercise 7 *Cubic Residues 

It  is not known whether the RSA decryption problem with e = 3 is 
equivalent to factoring the RSA modulus n or not. In the RSA setup, 
we have to choose n such that 3 does not divide cp(n). Here, we want to 
study the above equivalence when 3 divides cp(n). We consider n = p . q 
the product of two odd primes. 

1 Under which condition on p and q does 3 divide cp(n)? 

2 Let a,  b, and m be some integers. Show that linear congruence ax r b 
(mod m) is solvable in x if and only if d = gcd(a, m) divides b. Show 
that in this case, there exists exactly d solutions between 0 and m -  1. 

3 An element x of Z: is called a cubic residue modulo n if there exists 
an element y E ZL such that x = y3 (mod n). Let CR, be the set of 
all cubic residues of Z:. 

rn Let x E CR,. How many cubic roots of x are there when p - 1 
(mod 3) and q = 2 (mod 3)? 

rn How many cubic roots are there when p = q = 1 (mod 3)? 

Assume that 3 divides cp(n) and that we get two different cubic 
roots y and z of a given x E C&. Explain how we can find the 
factorization of n from y - z and compute the success probability 
of this method. 

4 We still assume that 3 divides cp(n). Furthermore, we assume that 
we have access to an oracle which, given a cubic residue x E CR,, 
outputs one cubic root y of x. Show that we can use it in order to 
factorize n. Deduce that the RSA decryption problem with e = 3 is 
equivalent to factoring n. 

D Solution on page 150 

Exercise 8 *Generating Generators for Z; 

Let p be an odd prime integer. 

1 In this question we assume that the factorization of p - 1 is known. 
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(a) Devise an algorithm which checks that an element g E Z; is a 
generator. What is its complexity? 

(b) What is the probability that a uniformly distributed random el- 
ement g E Z; is a generator? 

(c) Deduce an algorithm that finds a generator of Z;. What is its 
complexity? 

2 In this question we assume that we know some positive integers 
w, q, B such that p - 1 = wq, that the factorization of w is known, 
and that all prime factors of q are greater than B. Adapt the algo- 
rithm of the previous question in order to find a generator Z; in a 
probabilistic way. What is its complexity? Give an upper bound for 
the probability that the output is not a generator? 

3 In this question we make no assumptions. Exhibit a probabilistic 
algorithm which generates a generator of 2;. What is its complexity? 
Give an upper bound for the probability that the output is not a 
generator? 

D Solution on page 151 

Exercise 9 *Elliptic Curves and Finite Fields I 

We consider the finite field K = GF(7) = Z7. As K is of characteris- 
tic 7, an elliptic curve Ea,b over K is defined by 

1 Compute the multiplication table of the elements of K. 

2 Find all the points of Ezll. How many points do you find? Is Hasse's 
Theorem verified? 

3 For each point P E E 2 , ~ ,  compute - P and check that it lies on the 
curve as well. 

4 To which group is E2,1 isomorphic to? Compute the addition table 
of E2,l. 

D Solution on page 153 
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Exercise 10 *Elliptic Curves and Finite Fields II 

We consider 

z2 [ X I I ( P ( X ) ) ,  
Z2. As K is of 
is defined by 

the finite field K = G F ( ~ ~ ) .  We know that GF(22) = 
where P ( X )  is a polynomial of degree 2, irreducible over 
characteristic 2, an elliptic curve E,,,,, defined over K 

1  Show that P ( X )  = x2 + X + 1 is irreducible over Z2. 

2  Compute the multiplication table of the elements of the field K = 

z2[x]/(x2 + X + 1). 

3 Compute n 4 , 2 ( X ) .  Find all the points of Ex,x+1. How many points 
do you find? Is Hasse's Theorem verified? 

4  For each point P E compute - P  and check that it lies on 
the curve as well. 

5  Which group is Ex,x+l isomorphic to? Compute the addition table 
of Ex,x+1. 

D Solution on page 156 
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Solutions 

Solution 1 Captain's Age 

We can write this problem as the following system of equations over Z, 

x = 1 (mod 3) 
x = 3 (mod 5) 

x ~ 3  (mod7), 

where x denotes the Captain's age. As 3,5, and 7 are coprime, we can 
apply the Chinese Remainder Theorem. Hence, using the transformation 
given by this theorem, we obtain 

x = (1 . 5  . 7 .  (35-I mod 3) 

+ 3 . 3 . 7 .  (21-I mod 5) + 3 . 3  - 5 .  (15-I mod 7)) mod 105. 

As 35-I mod3 = 2, 21-I mod5 = 1, and 15-'mod7 = 1, we get 
x = 178 mod 105 = 73. Thus, the Captain is 73 years old. 

Solution 2 Roots in Z;, 

From classical results on the group Z:, we know that the 7th root of 
23 in Z;7 is given by 

where cp denotes the Euler Totient Function. Since this function is mul- 
tiplicative on the product of two coprime numbers, we have 4 7 7 )  = 

cp(l1) e(p(7) = 10 6 = 60. Applying the Extended Euclidean Algorithm 
we obtain 

This immediately gives the inverse of 7 modulo 60 which is equal to 
-17 mod 60 = 43. Hence, it remains to compute 

2343 mod 77 = ((((232)2 a 23)2)2 . 23)2 .23  mod 77 = 23 

after having noticed that the binary representation of 43 is 101011. 
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Solution 3 *When is ZL Cyclic? 

1 (a) Z$ = (1) which is trivially generated by 1. 

(b) Zz = {1,3) which is generated by the element 3. 

(c) Z i  = {1,3,5,7). All non-neutral elements have order 2, so none 
of them has order 4. 

(d) If g generates Z;,, then g mod 8 must generate Z;S which is not 
possible. So, we have a contradiction on the existence of such a 
generator g. 

2 (a) By classical properties of the Euler Totient Function p,  we know 
that I Z: I = p(pa) = (p - l)pa-' . 

(b) The assertion obviously holds for l = 2. We now assume that 
(1 + p)pew2 = 1 + pe-I (mod pe) for some l 2 2. This is equivalent 
to say that there exists an integer k satisfying 0 5 k < p and 
(1 + p ) ~ ' - ~  = 1 + pe-' + kpe (mod pe+'). If we raise this equality 
to the power p, we obtain 

+ ppe - l  ) -  (1 + p e p  (mod 

j = O  

As pej , 0 (mod pe+') for j > 0, we finally have 

This shows that the assertion holds for l + 1 provided it holds for 
t ,  which concludes the proof. 

(c) Since G contains pa-' elements, we have to show that 

and gp-2 mod pa # 1. Applying result of the previous question 
with l = a and l = a + 1, we deduce that 

pa - 2 
gl = 1 + pa-' $ 1  (mod pa) 
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and gp-' = 1 +pa (mod pa+'). Reducing the last equality mod- 

ulo pa shows that g$-l = 1 (mod pa). 

(d) Since Z i  is cyclic there exists an element gz E ZE which generates 
Zi. g2 can also be considered as an element of Z:. 

(e) Since pa-1 = 1 (mod p - 1) we have 9 3  = g2 (mod p). Further- 
more, we have 

a-1 
(f) Let g = 9193 mod n. We have gpa-l mod n = gg mod n which 

is equal to 3 modulo p by the previous questions. Therefore, ,-9 
we get gP mod n # 1, which means that there must be the 
factor p - 1 in the order of g. Next we have g(p-1)pa-2 mod n = 

Pa-2 pa-2 

(gl )p-l mod n. We know that gl mod n is an element of G 
different from 1. We also know that an element of G different from 
1 has an order which divides pa-'. Therefore, g(p-1)pa-2 mod n # 
1 which shows that the order of g is a multiple of pa-'. Thus, we 
deduce that g has the full order and generates Z:. 

3 (a) Since f is an isomorphism, the order of f -' (xl, . . . , x,) is equal 
to the order of (21,. . . , x,). By definition of the order, we have 
to find the smallest integer X such that x? mod p? = 1 for all 
1 < i < r. This is equivalent to say that X must be a multiple of 
the order of xi for all 1 < i < r. Since X is the smallest integer 
which satisfies this property, we have X = lcm(kl, . . . , k,). 

(b) Z: is cyclic if and only if there exists a generator. Let g be such 
a generator and let f (g) = (gl, . . . , g,). Each gi must clearly be 
a generator of Z*ai, otherwise g would not be a generator of Z;. 

pi 
Hence, if p j  = 2 for 1 < j < r, this implies that olj < 3 by 
Question 1. Moreover, by the formula of the previous question, 
the least common multiple of all (pi - l)p?-l for 1 < i < r 
is equal to their product since IZ:I = nL=l(pi - l)p?-l. This 
implies that the integers (pi - l)p?-' are pairwise coprime. 

Conversely, if the primes pi's satisfy the condition given in the 
question we know that Z ai is cyclic for 1 5 i < r. If we 

pi 
consider a generator gi of ZPqi for 1 5 i 5 r and compute 

g = f (91, . . . , gr). NOW, using the formula of the previous ques- 
tion shows that the order of g is maximal, i.e., g is a generator 
of z;. 
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(c) If we have two odd primes pi and pj then pi - 1 and pj - 1 are 
not coprime (they are both even). So, we have at most one odd 
prime factor of n. If we have a power of 2 greater than 8 the 
second condition does not hold. Conversely, if we have either 2, 
4, or a single odd prime and a power of 2 which is 1 or 2, then 
the conditions hold. 

For further readings about the structure of Z:, we refer to Chapter 4 
of the book of Ireland and Rosen [22]. 

Solution 4 Finite Fields and AES 

1 Applying the Extended Euclid Algorithm on the inputs X8 + X 4  + 
X3 + X + 1 and X6  + X 2  + 1 leads to the equality 

Therefore, we deduce that 

and that the output of this inverse operation is 0x31. 

2 First, we need to compute the multiplications 0x02 . a; and 0x03 . 
ai in G F ( ~ ~ )  for i = 0,1,2,3. Below, we give the results of these 
operations. 

X . ( x 7 + X + 1 )  X 4 + X 3 + X 2 + 1  (modQ) 

( X  + 1 ) .  (x' + X  + 1) X7 + X4 + X 3  + X2 + X  (mod Q) 
x . ( x ~ + x " x ~ + x ~ + x + ~ )  X 7 + X 6 + X 4 + X 3 + X 2 + X  (modQ) 

( x + ~ ) . ( x ~ + x ~ + x ~ + x ~ + x + ~ )  X 7 + X 5 + X 4 + 1  (modQ) 

x . ( x 4 + X + 1 )  = X 5 + X 2 + X  (mod&) 

( X  + 1 ) .  (X4 + X  + 1) = X> X4  + X2 + 1  (mod Q) 

x . ( x ~ + x ' + x ~ + x ~ + x ~ + ~ )  x 7 + x 5 + 1  (rnodQ) 

( x + ~ ) ~ ( x ~ + x ~ + x ~ + x ~ + x ~ + ~ )  = x " + x ~ + x ~ + x ~ + x ~  (modQ) 

Computing the corresponding linear combinations, we get bo = X6 + 
X 5 + X ,  bl = X 7 + X 5 + X 4 + X 2 + 1 ,  b 2 = X 7 + X 5 + X 4 + X 2 + X ,  
b3 = X6 + X + 1. Thus, we finally obtain Ox62B5B643 as output. 

3 On a computer, a GF(28) addition can be implemented by a (bitwise) 
XOR operation. The multiplication of an element a E GF(28) by X 
corresponds to a left-shit of the coefficients of a,  followed by a condi- 
tional XOR. Namely, if the polynomial corresponding to a contains 
the monomial X7, we have to perform a XOR with the polynomial 
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Q(X) = X8 + X4 + X3 + X + 1. Similarly, the multiplication by 
X + 1 corresponds to a multiplication by X followed by a XOR oper- 
ation. These operations will typically be used on &bit architectures 
(like smartcards). On a 32-bit architecture, the matrix multiplication 
may be implemented as 3 XOR's and 4 table-lookups: 

Each table needs 256.32 = 8192 bits, i.e., 1024 bytes of memory. Note 
that it is possible to only use one table if one is willing to accept three 
more 32-bit rotations. 

For further readings about the AES, we refer to the book of Daemen 
and Rijmen [13]. 

Solution 5 *A Special Discrete Logarithm 

1 We show that G = {x E Zp2 I x = 1 (mod p)) with the multiplica- 
tion modulo p2 is a group. Below, we prove the different conditions 
G should fulfill to be a group. 

w (Closure) Let a ,  b E G. By definition of G, we have a = b = 1 
(mod p). Hence, ab - 1 (mod p), which means that ab E G. 

(Associativity) The associativity follows from the associativity 
of the multiplication in Zp2. 

w (Neutral element) The neutral element e E G has to satisfy 
a e = e . a = a for any a E G. The element 1 E G satisfies this 
property since it is the neutral element in Zp2. 

w (Inverse element) We have to show, that for any a E G, there 
exists an element b E G such that a . b = 1 (mod p). We can 
write a = 1 + kp for an integer k such that 0 5 k < p. Similarly, 
we set b = 1 + l p  for an integer t such that 0 5 l < p. From the 
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equation 

we deduce that b  is the inverse of a  if and only if k  + e - 0 
(mod p).  Thus, each element a  = 1  + k p  E G has b  = 1 + ( p  - k ) p  
as inverse. 

Since the multiplication in Zpz is commutative, note that G is com- 
mutative as well. 

2 Any element a  of Zp2 can be written in the unique form a  = a1 +asp, 
where a1 and a2 are unique integers satisfying 0 5 a l ,  a:! 5 p  - 1. We 
can conclude the proof by noticing that any element a  of Zp2 lies in 
G if and only if the corresponding integer a1 = 1. 

3 We show that L : G --+ Z p  defined by L(z )  = mod p  is a group 
isomorphism. 

(Homomorphism) We first show that L is a group homomor- 
phism. Let a  = 1  + k p  with 0 j k  < p  and b  = 1  + ep with 
0 5 e < p  be elements of G. We have 

L ( a  b) = L ( ( 1  + k p ) ( l  + ep) mod p2) 
= L ( l  + (.k + ! )p )  

and 

rn (Injectivity) Since L  is an homomorphism, it suffices to show 
that its kernel contains only the neutral element. Let a  = 1  + k p  
with 0 5 k < p  such that L ( a )  = 0. This is equivalent to 

which shows that the kernel is trivial, i.e., is equal to (0). 
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rn (Surjectivity) The surjectivity simply follows from the injectiv- 
ity, since the two sets G and Z p  have the same finite cardinality. 
More details about this fact are given in Exercise 1 of Chapter 1. 

4 We have to show that any element a E G can be written as a power 
of p + 1. Using the binomial theorem, we have 

n 

(p + 1)" mod p2 = (:)pi mod p2 
i=O 

Thus, it is clear that p + 1 generates G. For y E G, 

= log,+, ( 2 )  a 1. = (p + 1)' mod p2. 

Since (p + l ) Y  mod p2 = 1 + py, we finally obtain 

2 - 1  y = -  mod p = L(x) .  
P 

This logarithm function plays an important role for the Okamoto- 
Uchiyama cryptosystem [34]. This cryptosystem is studied in Exercise 
1 of Chapter 9. 

Solution 6 *Quadratic Residues 

1 We find the QR's of Zg5 using Table 6.1 which contains the square 
of all elements in Z$5. 

Table 6.1. Squares in Z& 

Hence, by looking at the values of Table 6.1, we obtain the set QR35 
of all QR's modulo 35 
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Then, the set QNR35 of the non-quadratic residues is 

We observe that every QR has four square roots. 

2 By definition, the "CRT-transform" of an element a E Z; with re- 
spect to pl,  . . . , pk is (a mod pl,  . . . , a mod pk). We have to show that 

a E QR, a mod pi E QR,, for 1 5 i 5 k. 

By definition, there exists an x E ZE such that a = x2 mod n. Then, 
a mod pi = x2 mod pi is trivially a QR in Zpi for any 1 5 i 5 k. 
Conversely, one can write by assumption the "CRT-transform" of 

2 2 the element a as (xl, x2, .  . . , x i )  E Z;l x x ZGlc. Since the "CRT- 
transform" is a ring isomorphism, we deduce that a is the square of an 
element x having (xl , . . . , xk) as image under the "CRT-transform" . 
Hence, a = x2 mod n is in QR,. 

3 From the previous question, we know that a quadratic residue a E Z: 
has an image of the form (x:, x i ,  . . . , x i )  under the "CRT-transform". 
Since Z,, is a field, xf has exactly 2 square roots in Z,, for 1 5 i 5 k, 
namely f xi. Therefore, we have 2k square roots in total since we 
have two square roots for each "CRT-component". 

4 By definition of a subgroup, it suffices to show that ab-l E QR, 
whenever a,b E QR,. There exist two elements x, y E Z; satisfying 

2 a = x and b = y2. From this, we have ab-l = x2 .  (y2)-I = ( ~ y - l ) ~ ,  
which concludes the proof. 

As every element of QR, has 2k square roots, the order of QR, is 
equal to y(r~)/2~.  

5 Let a,  b E Zg, with a E QR, and b E QNR,. From Question 2, we 
know that there exists an integer 1 5 j 5 k such that bj = b mod p j  
is in QNRpj. Hence, 

bv $ 1 (mod pj). 

As 
p . - 1  

a+ = 1 (mod pj), 

we have 
(ab) $ 1 (mod pj), 

which means that ab is not a QR modulo n. 
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6 Consider the elements 2,3 E QNRS5. The element 6 = 2 . 3 mod 35 
does not lie in QNR35. In the contrary, if we take 2,18 E QNR35, we 
observe that 2.18 - 1 (mod 35). 

Solution 7 *Cubic Residues 

1 Since cp(n) = (p - l)(q - I), 3 divides n if and only if p z 1 (mod 3) 
or q E 1 (mod 3) (or both). 

2 If the congruence ax = b (mod m) is solvable, then m must divide 
ax-b. Since d divides m and a, it is clear that d divides b. Conversely, 
assume that d divides b. It follows that b = kd for some integer k. 
We know that there exists a BBzout's Identity d = a a  + pm for some 
integers a and p. It follows that 

b = kd = kaa + kpm = (ka)a + (kp)m 

and hence ka  is a solution of the congruence ax = b (mod m). It is 
not hard to see that each element of the form 

is a solution if xo is any solution. Moreover, the solutions are distinct 
modulo m. It remains to show that any arbitrary solution c of ax = b 
(mod m) is equal to some xi. Indeed, since ac = ax0 = b (mod m), 
it follows that m divides a(c - xo). But d = gcd(a, m) and hence 7 
divides (c - xo). 

3 Given a generator g of Z i  where p is an odd prime, a cubic root can 
be written as g j  = g3i (mod p) for two integers i and j .  Equivalently, 
we can write j = 3i (mod p - 1). 

From the previous question, j = 3i (mod p - 1) possesses three so- 
lutions if gcd(p - l, 3) = 3 and a single solution if gcd(p - l, 3) = l .  
By using the Chinese Remainder Theorem, we conclude that x = y3 
(mod pq) possesses three cubic roots when p = 1 (mod 3) and q = 2 
(mod 3) and nine cubic roots when p = q = 1 (mod 3). 

We now have y # z such that y3 E z3 - x (mod pq) two different 
cubic roots of x at disposal. We have y3 - z3 = (y -z) (y2+ yz+z2) = 0 
(mod pq). The probability that gcd(y - z, n) is a non-trivial factor 
of n = pq is equal to 
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Note that if y $ z (mod p) and y $ z (mod q), then x $ y (mod pq) 
but the method will fail to reveal a non-trivial factor. The above 
probability is equal to if p 2 (mod 3) and q = 1 (mod 3) and if 
p = 1 (mod 3) and q = 2 (mod 3). It is equal to 8 when p = q = 1 
(mod 3). The overall success probability is thus equal to 

for a random modulus n = p q with 3 1 y(n)  and p, q odd. 

4 Given an oracle which can compute cubic roots in ZE, it is possible to 
factorize n is the following way. We generate randomly a y E Z; and 
we compute x = y3 mod n. We give then x to the oracle, and with a 
probability equal to g, it will output a z # y allowing to factorize n. 
Conversely, we can use the factorization of n to compute cubic roots 
by using the Chinese Remainder Theorem. Thus, computing cubic 
roots and factorizing n are equivalent. 

Solution 8 *Generating Generators for Z i  

1 In what follows, we denote 

where the pi's are distinct primes such that pl < p2 < . < p,, and 
where the ai's are positive integers. 

(a) By the Lagrange Theorem, we know that the order of g is a factor 
of p - 1. To be ensured that the order is maximal, we need to 
check that this one is not a factor of 5 for all 1 5 i 5 r .  Hence, 
for i = 1, . . . , r we check that 

Since this algorithm consists in computing r modular exponenti- 
ations, its average complexity is 0(r13) with l = log2(p). 

(b) For a generator g and an integer i, we know that gi is another . . 
generator if and only if there exists some j such that gZ' - g 
(mod p) (i.e., such that i j  = 1 (mod p - I)) ,  which happens if 
and only if i is invertible modulo p - 1. Hence we have y (p  - 1) 
generators of Z; in total. The probability that a random g E Z; 
is a generator is thus 
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This can be quite small. Actually, since pl must be equal to 2, 
we know that this probability is less than i. We also notice that 
it is greater than &. 

(c) We simply pick a random g E Z;, check if it is a generator using 
the test of the first question, and iterate until the test succeeds. 
The average complexity of this algorithm is 

In practice, it is enough for regular p. However, this is not so 
efficient when p - 1 is the product of small different primes. 

2 Let s be the integer such that p, 5 B < p,+l. The problem here is 
that we cannot perform the test on the first question on the prime 
factors of q. We can still apply the algorithm of the previous question 
with all pi's which are factors of w, i.e., for those with i = 1,. . . , s. 
This may produce a fake generator whose order is wq' for a given 
factor q' < q of q. The complexity is 

Let Pr[fake] be the probability that we pick such a fake generator. Let 
pi be the probability that the order of the picked candidate for g has 
an order which is a factor of 9. We have Pr[fake] 5 /3s+1 + . . . +PT. 
Let g be a generator of Z;. A random element of Z; can be written 
gi mod p for an integer 1 5 i 5 p - 1. Its order is a factor of 

only if i is a multiple of pi which holds with probability less than &. 
From this and the assumption that pi 2 B for s + 1 5 i 5 r, we 
obtain Pr[fake] 5 7. Since p 2 pl x x p, x BT+, we obtain 
r - s 5 .& and thus, 

3 For a given B  we can look for all factors of p - 1 which are less 
than B and then apply the algorithm of the previous question. The 
complexity of this first phase is O ( B ~ ~ )  by using trial division. Thus, 
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the overall complexity is 

e The upper bound that the output is not a generator is again 
log,(B). 

Solution 9 *Elliptic Curves and Finite Fields I 

1  The multiplication table of the elements of K is given in Table 6.2. 

Table 6.2. Multiplication table of Z7 

Another useful table for this exercise is given in Table 6.3. 

Table 6.3. Square and cubic elements of Z7 

2 Let P = ( x ,  y )  be a point of E ~ J  

If x  = 0 ,  y  must satisfy y2 = 1, so that ( 0 , l )  and ( 0 , 6 )  are points 
of E2,l. 
If x  = 1, y  must satisfy y2 = 4, so that ( 1 , 2 )  and ( 1 , 5 )  are points 
of E2.1. 
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rn If x = 2, y must satisfy y2 = 6, which is impossible. 

rn If x = 3, y must satisfy y2 = 6, which is impossible. 

= If x = 4, y must satisfy y2 = 3, which is impossible. 

rn If x = 5, y must satisfy y2 = 3, which is impossible. 

rn If x = 6, y must satisfy y2 = 5, which is impossible. 

Finally E2,1 = ((3, (0, I), (0,6), (1,2), (1,5)) and thus lE2 ,~  1 = 5. 
According to Hasse's Theorem, we should have llKl + 1 - IE2,1 1 1  5 
2 m .  A ~ I I K i + l - I E ~ , ~ l l = 7 + 1 - 5 = 3 a n d 2 ~ = 2 J ? > 3 ,  
everything is fine. 

3 Table 6.4 confirms that -P lies on the curve as well. 

Table 6.4. Inverse elements of Ez-1 

4 As E 2 , ~  is a group of prime order, each of its elements (except (3) is 
a generator. This is because the order of an element should divide 
IE2,1 1, which is prime, so that the order of an element is either 1 (this 
is only the case for (3) or IE2,1 1. We choose for example G = (1,2) as 
a generator. Consider the mapping 

It is easy to show that cp is a group isomorphism. From 

cp(c. +P)  = (a  + PIG 
= a G + P G  (by associativity of + in E2,l) 
= c p ( 4  + cp(P), 

cp is a group homorriorphism. As 

p(y) = O  =+ y G =  (3 

=+ y = 0 (as G is a generator of E 2 , ~ ) ,  

cp is injective. As 1251 = IE2,~l, cp is an isomorphism. Therefore, 
E2,1 is isomorphic to Z5. Note that an isomorphism is very useful to 
compute the addition table of the points of the elliptic curve. Indeed, 
after some computations, one can obtain Table 6.5. 
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Table 6.5. Elements generated by a generator G in E2,l 

From the definition of the isomorphism c p ,  we have the following 
correspondence between the elements of E2,1 and of Z5: 

The addition table of the elements of Z5 is given in Table 6.6. 

Table 6.6. Addition table of Z g  

From this, we easily obtain the addition table of the elements of E2,1 
which is given in Table 6.7. 

Table 6.7. Addition table of E2.1 
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Table 6.8. Multiplication table of GF(22) 

Solution 10 *Elliptic Curves and Finite Fields II 

I As P is a polynomial of degree 2, the only non-trivial factorization 
would be a product of two polynomials of degree 1. Therefore, P is 
irreducible over Z2 if and only if P has no roots in Z2. As P(0) = 
P(1) = 1, we see that it is indeed the case. Therefore, P is irreducible. 

One should note that the fact that a polynomial has no root does not 
necessarily imply that it is irreducible. For example, the polynomial 
X4 + X 2  + 1 has no root in Z2 although it is not irreducible, as 
X 4 + X 2 + 1 = ( X 2 + X + 1 ) 2 .  

2 The multiplication table of the elements of K is given Table 6.8. 
Another useful table for this exercise is given in Table 6.9. 

3 By definition, for any x E GF(22), 

Therefore, R4,2(X) = X + X2 = 1. Let P = (x, y) E K~ be a point 
of Ex,x+1. 

If x = 0, y must satisfy y2 = X + 1, so that (0, X )  is a point of 
Ex,x+1 
If x = 1, y must satisfy y2 + y = 0, so that ( 1 , O )  and (1 , l )  are 
points of Ex,x+l. 

Table 6.9. Square and cubic elements of G F ( ~ ~ )  
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Table 6.10. Inverse elements of Ex,x+l 

Table 6.11. Elements generated by a generator G of E x , x + ~  

If x = X ,  y must satisfy y2 + X . y = X + 1, so that (X, 1) and 
(X, X + 1) are points of Ex,x+l. 

If x = X + 1, y must satisfy y2 + (X + 1) - y = 1, which is 
impossible. 

As llKl + 1 - IEx,x+lll = 1-11 = 1 and 2m = 4 > 1, everything 
is fine. 

4 Table 6.10 confirms that -P lies on the curve as well. 

5 We can wonder if one of the points is a generator of the group. 
Obviously, (0, X )  is not a generator as -(O, X) = (0, X),  so that 
2 . (0, X )  = 0. Let G = (1,O). After some computations, we can find 
Table 6.11. Therefore, G is a generator of Ex,x+l, which is a cyclic 
group. Another cyclic group with 6 elements one might think of is 
(Z6, +). Consider the mapping 

It  is easy to show that cp is a group isomorphism. From 

~ ( c .  + P) = (a  + P)G 
= a G + P G  (by associativity of + in Ex,x+l)  
= c p ( 4  + cp(P), 

cp is a group homomorphism. As 

cp(y) = 0 =+ yG = O 
=+ y = 0 (as G is a generator of Ex,x+l), 
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Table 6.12. Addition table of Z B  

cp is injective. As lZsl = IEx,x+ll, cp is an isomorphism. Therefore, 
Ex,x+1 is isomorphic to Z6. Note that an isomorphism is very useful 
to compute the addition table of the points of the elliptic curve. 
From the definition of the isomorphism cp, we have the following 
correspondence between the elements of Ex,x+l and of Zs: 

The addition table of the elements of Z6 is given in Table 6.12. From 
this, we easily obtain the addition table of the elements of Ex,x+l 
which is given in Table 6.13. 

Table 6.13. Addition table of Ex,x+l 
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ALGORITHMIC NUMBER THEORY 

Exercises 

Exercise 1 *Rho Method and Distinguished Points 

Let f be a function from a finite set E into itself and xo be a given 
element of E. The sequence defined by xi = f (xi-l) for i E N has 
the shape of the Greek character p, i.e., is composed of a first part 
XO, . . . , xq-1 (the "tail") and a second part xq, . . . , xq+e-l (the "loop") 
such that xq+e = xq for two integers ! and q. We assume that q and ! are 
the smallest integers such that xq+e = xq. The goal of this exercise is to 
design an algorithm for determining q, !, xq-1, and xq+e-l when q > 0. 
We assume that for a random pair (xo, f ), the average values of q and 

! are equal to @ (for more details, see Section 2.1.6 of [29] and the 
article of Flagolet and Odlyzko [17]) and that it is possible to store some 
pairs (x, S) in memory, where x E E and S is any piece of information. 
Furthermore, we can perform two instructions, each costing one unit 
of time, Mem(x, S) which stores the pair (x, S) and Val(x) which gives 
back for any x the last S value such that (x, S) has been stored or the 
symbol I otherwise. 

1 Propose a simple algorithm which finds for any (f, xo) the values q, 
e, xq-1, and xq+e-1. 

What is the average number of operations? 

What is the average number of f evaluations? 
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What is the average memory size? 

2 Propose an algorithm that only requires a constant size memory. 

What is the average number of operations? 

What is the average number of f evaluations? 

Hint: Consider a concurrent sequence yi defined by yo = xo and 
Yi = f (f ( ~ i - ~ ) )  for i E N. The algorithm will determine the smallest 
i > 0 such that xi = yi. It remains to establish its relation with t .  

3 In what follows, we try to reduce the number of operations with a 
moderate increase of the memory requirement. For this purpose, we 
store so-called "distinguished points" of E. These points are deter- 
mined by a function T from E to {true, false) (T(x) depends on the 
value x but not on the position of x in the sequence). The distin- 
guished points are the x's such that T(x) = true. The function T 
is chosen at the beginning in a random way with a distribution such 
that for any x, the probability that T(x) = true is equal to for a 
fixed integer m. In the following questions, we assume that m << q, t. 

Use this structure for solving the problem. 

8 What is the average number of operations? 

What is the average number of f evaluations? 

What is the average number of pairs to store? 

D Solution on page 165 

Exercise 2 *Factorization 

Factorize the following numbers: . 232 - 1 . 264 - 1 . 332 - 1 

Hint: Remember some algebraic identities! 

D Solution on page 169 
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Exercise 3 *Prime Numbers 

Show that 28 + 1 and 216 + 1 are prime numbers. 
Hint: Look at the structure of the group Z:, when p is a prime! 

D Solution on page 170 

Exercise 4 *Factoring n = p q 

Assume that n = p q,  where p and q are distinct primes. 

1 Compute S = n + 1 - cp(n). 

2 What are the roots of the polynomial equation x2 - Sx + n? Give 
some explicit expressions for these roots and explain how p and q can 
be found with the help of a simple integer square-roots algorithm. 

3 Find the factorization n for the following two cases: 

D Solution on page 170 

Exercise 5 Strong Prime Numbers 

We call strong prime number an odd prime number p such that 9 
is prime as well. Prove that we can generate l-bit strong prime numbers 
with a complexity of 0(15). 
Hint: Make the heuristic assumption that m and 2 m  + 1 behave like 
independent random odd numbers when m is a random odd number. 

D Solution on page 170 

Exercise 6 Complexity of  Eratosthenes Sieve 

We assume to have a table S of n elements which are all equal to t rue  
at disposal. We consider algorithms 23 to 27. 

1 What can we deduce from table S once it has been processed by one 
of these algorithms? 
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Algorithm 23 
1: S[l] t false  
2: i t 2  
3: while i 5 n do 
4: if S[i] = true then 
5: j t 2i 
6: while j 5 n do 
7: S[j] = fa lse  
8: j t j + i  
9: end while 

lo: end if 
11: i t i + l  
12: end while 

Algorithm 24 
1: S[l] t false  
2: i t 2  
3: while i < n do 
4: j t 2i 
5: while j 5 n do 
6: S[j] = fa lse  
7: j t j + i  
8: end while 
9: i t i + l  

lo: end while 

Algorithm 25 
1: S[l] t false  
2: i t 2  
3: while i 5 n do 
4: if S[i] = true then 
5: j t i + l  
6: while j 5 n do 
7: . if i divides j then 
8: S[j] = fa lse  
9: end if 

10: j + j + l  
11: end while 
12: end if 
13: i t i + l  
14: end while 



Algorithmic Number Theory 163 

Algorithm 26 
1: S[l] t false  
2: i t 2  
3: while i 5 n do 
4: j t 2  
5: while j < i do 
6: if j divides i then 
7:  S[i] t fa lse  
8: end if 
9: j + j + l  

lo: end while 
11: i t i + l  
12: end while 

Algorithm 27 
1: S[l] t false 
2: i t 2  
3: while i 5 n do 
4: j t 2  
5: while j < & do 
6: if j divides i then 
7:  S[i] t false  
8: end if 
9: j + j + l  

lo: end while 
11: i t i + l  
12: end while 

2 We denote by 2 = pl < p2 < . . . < pk  the sequence of all prime num- 
bers smaller than n. A consequence of Mertens' Second Theorem [27] 
is that 

Ic 

log log (n) . 
i=l 

Using this property, find the complexity of each of these algorithms. 

3 Write an algorithm in the spirit of the formers which factorizes an 
integer n. 

D Solution on page 171 
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Exercise 7 *Hash Function Based on Arithmetics 

Let p = 2p' + 1 and q = 2q' + 1 be two s-bit long primes such that 
p' and q' are prime numbers. Let n = pq and g be an element of Z;", of 
order p'q'. 

1 How should p, q ,  p', q' be generated? What is the complexity of this 
generation in terms of s? 

2 How should g be generated? What is the complexity of this genera- 
tion? 

We now assume that p, q,p l ,  q' are unknown and that only n and g are 
public. For a message m, which is represented by an integer of arbitrary 
size, we define the hash function H ( m )  = gm mod n. This defines a hash 
function. 

3 Show that finding collisions on H is equivalent to factorizing n. 
Hint: Show first that it is possible to find an integer k such that 
X(n) divides k. 

4 Show that inverting H is at least as hard as solving the discrete 
logarithm problems with respect to the base g in ZG and ZG. 

D Solution on page 173 
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Solutions 

Solution 1 *Rho Method and Distinguished Points 

1 Algorithm 28 solves our problem. In this algorithm, for any xi we 
store the pair S = (i, xiFl), which is sufficient to recover the infor- 
mation as soon as we meet a value for the second time. Algorithm 28 

Algorithm 28 A simple algorithm that finds q, &, xq-1, and xq+e-l 
Input: the function f : E -+ E, a point xo E E 
Output: q, &, ~ ~ - 1 ,  and xq+e-l 
Processing: 

1: i t y t O  
2: x + 2 0  

3: while Val(x) = l do 
4: Mem(x, (i, y)) 
5:  i t i f 1  
6: y t z  
7: x +- f (x) 
8: end while 
9: q t (Val(x)) 

10: e t i - q  
11: xq-1 t ( V a l ( ~ ) ) ~  
12: Xq+e-1 +-- Y 

needs about @ f-evaluations and 0 (m) operations in total. 

It needs furthermore a storage capacity of 0(m). 
2 Algorithm 29 shows a method relying on the idea mentioned in the 

hint. The situation is represented in Figure 7.1. When xi = yi for the 
first time, the iteration xi = f has made i calls to the function 
f ,  while the iteration yi = f (f ( ~ i - ~ ) )  has made 2i calls to f .  We 
denote this i by &. We have Xe,, = Ye, and thus, 2&, = &, + Ice 
for some integer k. Consequently, &, = kt so that the total number 
of iterations ern is a multiple of &. Let us consider xq and y,. We 
have yq = x2, = xq+j for some integer 0 5 j < .t. This means that 
the distance from yq to xq is equal to & - j (see Figure 7.2). At 
each iteration of the loop in Algorithm 29 Part 1, this distance is 
decreased by one, as the yi's are twice as fast as the xi's. Therefore, 
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Figure 7.1. Applying Pollard's rho method in order to find collisions 

after q + C - j iterations, the distance is zero, i.e., C, = q + C - j ,  
so that q < C, 5 q + C. The value of C, is computed by the end of 
Algorithm 29 Part 1. 

Figure 7.2. Distance from y, to x, 

In Part 2 of this algorithm, we start simultaneously from xe, and xo. 
As C, = k t  is a multiple of C, we always get index values having a 
difference equal to a multiple of C. The first time we get two equal 
elements, it must therefore be at the point xq. This allows to find 
xq-1 and q. 

Finally, Part 3 of Algorithm 29 allows to deduce C and x,+e-1. In 
this part, it is sufficient to iterate f ,  starting from xq, until we get xq 
again. 
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Algorithm 29 Finding collisions using the Pollard rho method 
Input: the function f : E -+ E,  a point xo E E 
Output: q,  e,  xq-l, and xq+e-l 
Processing - Part 1: Finding the smallest em such that Tern = yern 

1: i t 1  
2: x t f (xo)  
3: Y f (4 
4: while x # y do 
5: i t i + l  
6: X + f ( x )  
7: Y + f ( f ( ~ ) )  
8: end while 
9: em t i 

10: Xern t X 

Processing - Part 2: Finding xq-1 and q 
11: y + Xern 

12: x t x0 
13: Z +l 
14: i t 0 
15: while x # y do 
16: Z + X 

17: X t f (2)  

18: Y t f ( ~ )  
19: i t i + l  
20: end while 
21: q t i 
22: xq-1 t Z 

23: X q  +-- X 

Processing - Part 3: Finding xq+e-l and e 
24: i t 0 
25: Z +- X q  

26: X t f (2) 
27: while x # xq do 
28: Z t X 

29: X + f ( x )  
30: i t i + l  
31: end while 
32: e t i 
33: Xq+e-1 t Z 
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This algorithm needs ~ ( m )  operations, including 9 Jy f eval- 
uations. 

3 The main idea is to memorize information concerning the distin- 
guished points only. Each time we encounter a distinguished point, 
we store its value together with its index. We detect a loop at the 
first distinguished point belonging to the loop, i.e., for the smallest 
integer i  2 q such that xi is a distinguished point (see Figure 7.3). 

yi = xj where i < j 

Figure 7.3. A method using distinguished points 

After one lap, we have xj = xi and we directly deduce l = j  - i .  
In order to find q we look for xi/ and X ~ I ,  the distinguished points 
preceeding xi and xj in the list, respectively. Note that xi/ is the last 
distinguished point of the tail (it < q) while xj~ lies in the loop. The 
distance from xi, to xi is i  - i' and the one from X ~ I  to xj is j  - j'. 
Assume j  - j' > i  - i t . We begin by iterating ( j  - j ') - ( i  - i t )  times 
the function f on X ~ I .  The point we obtain is at distance i  - i' from 
xj, just as xi/ is from xi. As both points are at  equal distance from 
xi = xj, they also are at equal distance from x,. If we now iterate 
f simultaneously on both points, a collision will occur in xq. The 
case where j  - j' < i  - i t  is similar, except that we start by iterating 
( i  - i ' )  - ( j  - j ') times the function f on xi/. In case of equality, this 
step is not necessary. 

In order to evaluate the complexity, we need to compute the mean 
distance between the anchorage point x, and the distinguished point 
xi. This is approximately equal to 
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The mean distance between zit and the anchorage point x, is m as 
well. So, this algorithm needs O ( m  + m) operations, including 

@ + 3 m  evaluations of the function f .  It needs furthermore a 

storage capacity of (7 (A J pairs. 

Solution 2 *Factorization 

Using the algebraic identity ( a  + b) . ( a  - b) = a2 - b2, we get 

232 - 1 = (216 + 1)  . (216 - 1).  

The first factor is a prime, the second one may be written as 

28 + 1 being prime, we use the same procedure to write 

Finally, 
232 - 1 = 3 . 5  .17 .257 .65537.  

Similarly, 264 - 1 = (232 + - 1) .  We know the factorization of the 
second part of this product. After some computational work, 

where 6700417 is prime. Hence, 

Finally, 332 - 1 = (316 + 1)  . (316 - I ) ,  where 316 - 1 = (S8 - 1 )  . (38 + 1)  
and 3 8 - 1  = (34+1) (34  - 1 ) .  A ~ 3 ~ + 1  = 2 - 4 1  and 3 4 -  1 = 2 4 . 5 ,  we 
can write 

332 - 1 = 2 5 .  5 . 4 1 .  (38 + 1)  . (316 + I ) ,  

its complete factorization being 

332 - 1 = 27 5 1 7 . 4 1  193 - 21523361. 

Again, note that showing the primality of 21523361 requires intensive 
computational work. 
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Solution 3 *Prime Numbers 

Let n be a positive integer. We know that the order of the multi- 
plicative group Z: is cp(n). If p(n)  = n - 1, it means that among the 
n elements of Z, = {0,1,2,. . . , n - I) ,  only 0 is not invertible modulo 
n. This means that n is prime. In that case, we also know that Z: is 
cyclic. Consequently, it is sufficient to find an element a in Z: such that 
ord(a) = n - 1 to show that n is prime. This is the strategy we will 
apply here. 

We let n = 28 + 1 = 257 and a = 3. We can show (using a square- 
and-multiply algorithm for example) that a256 = 1 (mod n). Thus, 
according to the Lagrange Theorem, ord(a)1256. Similarly, we can show 
that $ 1 (mod n). We conclude that ord(a) = 256, and thus, that 
28 + 1 = 257 is a prime number. 

Similarly, when n = 216 + 1, it can be shown that the order of a = 3 
in Z: is equal to 216, so that 216 + 1 is a prime number. 

Solution 4 *Factoring n = p - q 

The roots of this polynomial equation are p and q, because 

It suffices to solve this polynomial equation to obtain p and q. 

Applying the famous formula for solving equation of second order 
provides 

Thus, we obtain p = 29 and q = 23 for the first problem and p = 149 
and q = 101 for the second one. 

Solution 5 Strong Prime Numbers 

Let us consider Algorithm 30. Obviously, the number displayed by the 
algorithm is a strong prime. To compute the complexity of Algorithm 30, 
we need to recall that the probability that an &bit random number is 

a prime is R ( f )  (as there are R (%) prime numbers smaller than 

n). As a primality test, we can use the Miller-Rabin algorithm, whose 
complexity is in O(t3) (see [56] for more details about this test, in par- 
ticular about its success probability as it is a probabilistic algorithm). 
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As we make the assumption that q and p = 29 + 1 behave like random 
odd number (as far as primality is concerned), the probability that they 
are both prime is approximately &. The main loop of the algorithm 
will then be performed approximately e2 times before a strong prime is 
found. Each time, either one or two Miller-Rabin tests are performed, 
so that the total complexity of the algorithm is O(e5). 

Note that in Algorithm 30, we can also choose p at  random and, in 
the case it is prime, compute q = 9 and run the primality test on q. 
The complexity would be the same, as p and q have almost the same 
size. Considering now the case where p = aq + 1 and q is often much 
smaller than p (as it is the case in the DSS scheme for example), it is 
more efficient to test whether q is a prime or not first. 

Algorithm 30 Strong primes generation 
Input: the bit-size t of the desired strong prime. An isprime() sub- 

routine that takes a positive integer as an input and answers t r u e  
when the integer is prime, or f a l s e  if it is not 

Output: an &bit strong prime 
Processing: 

1: loop 
2: choose q E (0, lIe-' at random (such that q is odd) 
3: if isPrime(q) then 
4: p + 2 q + 1  
5: if isPrime(p) then 
6: output p and exit 
7: end if 
s: end if 
9: end loop 

Solution 6 Complexity of Eratosthenes Sieve 

1 All these algorithms return a table where only the entries of S cor- 
responding to prime indices are marked t rue .  

Algorithms 23, 24, and 25 work in a very similar way. In Algo- 
rithm 25, one tests each number i smaller than n and if it is prime, 
one tests each number j with i < j 5 n,  marking j as non-prime if it 
is divisible by i. Algorithm 24 does the same but marks directly as 
non-primes the multiples ,of i and does not treat the other numbers. 
Algorithm 23 does the same as Algorithm 24, but only for the prime 
numbers, in order to avoid to mark the same element several times. 
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Algorithm 26 and Algorithm 27 use another strategy. The first one 
tests all the numbers i smaller than n and checks whether j divides 
i. If it is the case, then i is a non-prime. Algorithm 27 applies the 
same principle, but is restricted to the numbers i 5 fi. Note that 
if n has a divisor greater than fi then it must also have one smaller 
too. 

2 Using the consequence of Mertens' Second Theorem we get the fol- 
lowing complexities. 

Algorithm 23: 

Algorithm 24: 
n 

Algorithm 25: 

In order to compute previous complexity, we used the fact that n -pi 
is upper bounded by n. This is the right complexity order, since we 
can show that it is not possible to do better by lower bounding the 
first terms of the sum by n/2, knowing that there are in the order of 

log n such terms. 

Algorithm 26: 
n, 

Algorithm 27: 

3 A possible solution is Algorithm 31 whose complexity is between 
0(log2 n) and 0(fi) .  Namely, in the best case we have to factorize 
a power of 2 and in the worst case a modulus which is the product 
of two primes having the same size. 
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Algorithm 31 Factorization of n 
Input: an integer n 
Output: the factorization of n 
Processing: 

1: i t 2  
2: while i 5 fi do 
3: while i divides n do 
4: output i 
5:  n t ?  
6: end while 
7: i t i + l  
8: end while 
9: if n # 1 then 

lo: output n 
11: end if 

Solution 7 *Hash Function Based on Arithmetics 

1 We first generate p' and q' until p and q are prime. This method is 
also the one used in Exercise 5. The complexity is O(s5). 

2 First, we note that g is such that g mod p has order p' in Z1*, and 
g mod q has order q' in Z;E. Since the subgroup of the square elements 
in Z1*, (resp. Z;E) is cyclic of order p' (resp. q'), it suffices to pick a 
random square g E ZE until g mod p # 1 and g mod q # 1. Note 
that in a cyclic group of prime order, all elements except the neutral 
element are generators. 

3 If gm G gm' (mod n)  then m - m' is a multiple of p'q'. As by def- 
inition, X(n) = lcm(2p1, 2q1) = 21cm(p1, q') = 2p1q', 2(m - m') is a 
multiple of the exponent X(n) of the group Zk. As for RSA, we can 
factorize n from a multiple of the exponent X(n) using a similar algo- 
rithm as the primality test of Miller-Rabin. For more details about 
this algorithm, we refer to the textbook [56]. 

4 Assume we are given some elements x E Z?*, and y E Z;E which are 
in the subgroups generated by g mod p and g mod q respectively. By 
using the Chinese Remainder Theorem, we can find an element a E 
ZE such that a mod p = x and a mod q = y. If we are able to invert 
H, we can obtain an integer m such that gm mod n = a. Reducing the 
last equality modulo p and q, shows that m mod p' (resp. m mod q') 
is the discrete logarithm of x (resp. y) with respect to g in Z?*, (resp. 

z;E>. 
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ELEMENTS OF COMPLEXITY THEORY 

Exercises 

Exercise 1 *Regular Language 

Describe the strings denoted by the regular language over the binary 
alphabet C = {0,1): . O(op)*l . ( O l l > * l ( O l l > ( O l l )  . 0*10* lo* lo* 

D Solution on page 177 

Exercise 2 *Finite State Automaton 

Find the regular language over the binary alphabet C = {0,1) ac- 
cepted by the finite state automaton in Figure 8.1. 

D Solution on page 177 

Exercise 3 *Turing Machine 

Of the class of recursively enumerable languages, there is an impor- 
tant subclass called recursive languages. A language L is defined to be 
recursive if there exists a Turing machine M that satisfies the following: 
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Figure 8.1. The finite state automaton 

rn if the input w E L, then M eventually enters the halting state qXcept 
and accepts it; 

rn if w $! L, then M eventually enters the halting state q,,jeCt and rejects 
it; 

the set F of all final states of M is defined to be F = {qaCcept). 

1 Prove that a recursive language is recursively enumerable. 

2 Prove that if L is a recursive language, so is its complement z. 
D Solution on page 177 

Exercise 4 *Graph Colorability I 

Given an undirected graph with n nodes vl, . . . , v, and E edges eij's, 
where eij means that ni and nj are connected by one edge, we call it 
k-colorable (for a fixed k) if each node in the graph can be assigned one 
color out of k colors such that none edge in the graph connects two nodes 
of the same color. Propose an algorithm to solve the graph 2-colorability 
problem in polynomial time. 

D Solution on page 178 

Exercise 5 *Graph Colorability II 

Show by reduction that if the decision version of the 3-SAT problem 
has a polynomial time algorithm, then so does the decision problem of 
the 3-colorability of a graph. Note that 3-SAT stands for the satisfia- 
bility problem for boolean expressions in 3-CNF, which means that the 
problem input consists of formulae in conjunctive normal form with the 
limitation to a maximum of three literals per clause. 

D Solution on page 178 
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Solutions 

Solution 1 *Regular Language 

0(011)* 1 denotes any string of at  least 2 bits with the prefix 0 and 
the suffix 1. 

(011)*1(011)(011) denotes any string of at  least 3 bits, whose third 
least significant bit is 1. 

O* lo* lo* lo* denotes any string with exactly 3 ones. 

Solution 2 *Finite State Automaton 

We first note that a "1" always sends to ql, from any other state. From 
there, a "00" will always lead to the final state qs. Thus, all strings of 
the form (011)*100 are accepted. This corresponds to any binary string 
with the suffix 100. 

We now prove that no other string can be accepted. The terminating 
state q3 can only be reached from q2, with a "0". Similarly, q2 can 
only be reached from ql, with a "0". ql can be reached from any state, 
but always with a "1". Thus, an accepted string must end by "100". 
Consequently, (011)*100 is the only regular language accepted by the 
finite state automaton of Figure 8.1 

Solution 3 *Turing Machine 

1 By definition, we know that the recursively enumerable language re- 
quires the existence of a Turing machine, such that it eventually en- 
ters a final state qaccept (and halts) for all inputs in the language, but 
it may never halt on the input that is not in the language. Therefore, 
a recursive language is always recursively enumerable. 

2 F'rom the last question, we know that there exists a Turing machine 
(denoted M )  that accepts L, which has two halting states qaCcept and 
qreject with the set of all final states F = {qaccept). We modify M as 
follows (where M' denotes the modified Turing machine): for all the 
state transitions involving qaccept or qreject, we replace qaCcept (resp. 
qreject) by qreject (resp. qaccept); define the set F1 of all final states for 
M1 as F' = {qaccept). To complete the proof, it suffices to check the 
following: 
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for any w 6 fi (i.e., w E L), M' eventually enters the halting 
state qrejeCt and rejects it; 

for any w E fi (i.e., w 6 L), M' eventually enters the final state 
qaccept to accept it and halts. 

Solution 4 *Graph Colorability I 

Let ci denote the color of the node ni. As we are working on the 
2-colorability problem of the graph, we let ci E {O,l). For each edge eij 
in the graph, we write down one linear equation 

describing that this edge must connect two nodes of distinct colors. 
This way, we obtain E linear equations in n binary variables. It is 
well known that the problem of solving linear equations takes polyno- 
mial time. Therefore, the problem of solving 2-colorability of a graph is 
indeed in P. 

Solution 5 *Graph Colorability II 

We adopt the same notations as in the previous exercise. Let ci = 
(c:, c:, c:) denote the color of the node ni, which is a 3-bit binary vector. 
We put the constraints 

to describe that one and only one of the coordinate of ci must equal one 
for each ni. For each edge eij, we add the constraint 

to describe that adjacent nodes must have different colors. Therefore, 
we can transform the above constraints into determining existence of a 
truth value of each literal such that the following expression is TRUE: 
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(c: OR c: OR c;) AND 
(YC: OR icy)  AND(1c; OR i c ? )  AND(~c :  OR lc:) AND 

(c; OR c: OR c:) AND 
(YC; OR lc;) AND(-& OR lc:) AND(1c: OR lc:) AND 

(TC: OR l e i )  AND(lc? OR -c;) AND(7c; OR lc;) AND 

It is therefore easy to see that if the decision version of the 3-SAT prob- 
lem has a polynomial time algorithm, then so does the decision problem 
of the 3-colorability of a graph. 
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PUBLIC KEY CRYPTOGRAPHY 

Exercises 

Exercise 1 *O kamoto-Uch iyama Cryptosystem 

Let p be a prime number and let G be the set of all x E Zp2 such that 
x = 1 (mod p). In Exercise 5 of Chapter 6, we have proven that G is 
a group with the multiplication of Zpn, that [GI = p, that L : G + Zp 
defined by L(x) = is a group isomorphism, that p + 1 is a generator 
of G, and that L is the logarithm with respect to the basis p + 1 in G. 

We now define the public-key cryptosystem of Okamoto-Uchiyama [34] 
which was proposed in 1998. 

Key Generation: We first choose two large primes p and q greater 
than 2k for some fixed k and we compute n = p2q. Then, we randomly 
choose g E ZL such that gp-l (mod p2) has the multiplicative order 
of p. Finally, we compute h = gn mod n. The public key is (n, g, h) 
and the secret key is (p, q). 

Encryption: Let m  E N such that 0 < m  < 2k-1 be a plaintext. Pick 
r E Zk uniformly at random. The ciphertext c is defined by 

c = gmhr mod n .  

Decryption: One can recover the message m  with 

L(c~- '  mod p2) 
m =  mod p. 

L(gp-l mod p2) 
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Show that the decryption is well defined, i.e., that L(cpY1 mod p2) 

and L(gp-l mod p2) are two elements in Zp. Show that the decryption 
indeed recovers the original plaintext. 

D Solution on page 188 

Exercise 2 RSA Cryptosystem 

The aim of this exercise is to introduce the first public-key cryptosys- 
tem [43]. It was published in 1978 by Rivest, Shamir, and Adleman. 

The RSA public-key cryptosystem is defined as follows. Let p and q 
be two prime numbers, let n = p . q and 4 = (p - 1) (q - 1). Select a 
random integer e with 1 < e < q5 such that gcd(e, 4) = 1. Compute d 
such that 1 < d < 4 and e d = 1 (mod 4). The public-key is (n, e) and 
the corresponding private key is (n, d). The encryption of a message m 
is defined by 

c = m e  modn  

and the decryption by 
d m = c  modn.  

Prove that the decryption works. 
Hint: Although it is not the case, Rivest, Shamir, and Adleman could 
be Chinese researchers ... 

D Solution on page 188 

Exercise 3 RSA for Paranoids 

The purpose of this exercise is to study a variant of the RSA cryp- 
tosystem with a very large modulus which was proposed by Shamir [48]. 

1 Let us consider the regular RSA cryptosystem with n = pq with p 
and q primes of s bits. What is the complexity of generating this key 
in terms of s? 

Instead of taking p and q of same size, we take a prime p of s bits and 
a random number q (not necessarily prime, whose factorization is not 
necessarily known) of size ts  (e.g., with t = 10) and we take n = pq as in 
RSA. Assuming that messages m are integers of length less than s, i.e., 
m E {O,1, . . . ,2'-l - 11, we encrypt m by computing E(m) = me mod n 
like in RSA. The public key is the pair (n, e) as well. 

2 What is the restriction on e in order to make E injective? 
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3 Under this restriction, explain how to decrypt. 

4 What are the complexities of the encryption, the decryption, and the 
key generation? 

5 When e is smaller than t ,  show that anyone can decrypt an inter- 
cepted ciphertext. 

6 Show that finding the factor p of n is equivalent to the decryption 
problem. 

7 Deduce that we can perform a chosen ciphertext attack in order to 
recover the secret key. 

8 How to thwart this attack? 

D Solution on page 189 

Exercise 4 RSA - Common Moduli 

We assume that two entities Alice and Bob use RSA public keys with 
the same modulus n but with different public exponents el and e2. 

1 Prove that Alice can decrypt messages sent to Bob. 

2 Prove that Eve can decrypt a message sent to Alice and Bob provided 
that gcd(el, e2) = 1. 

D Solution on page 191 

Exercise 5 Networked RSA 

We want to set up the RSA cryptosystem in a network of n users. 

1 How many prime numbers do we have to generate? 

2 We want to reduce this number by generating a smaller pool of prime 
numbers and making combinations of two of these primes: for each 
user, we pick a new pair of two of these primes in order to set up 
his key. Show how one user can factorize the modulus of some other 
user. 

3 Show how anyone can factorize all moduli for which at least one prime 
factor has been used in at  least one other modulus. 

D Solution on page 191 
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Exercise 6 Repeated RSA Encryption 

A surprising cryptanalyst trick is to try repeated encryption of the 
ciphertext. I t  might happen, even for a secure-looking cryptosystem 
that the plaintext is retrieved from a small number of these encryptions. 
This is of course a fatal flaw of the scheme. 

1 Let n = 35 be an RSA modulus, m be a plaintext, and c the cor- 
responding ciphertext. Check that E(c) = me2 mod 35 = m for any 
legitimate public exponent e (i.e., for any e such that 0 < e < p(35) 
and gcd(e, ~ ( 3 5 ) )  = 1) which shows that this modulus leads to a 
completely insecure RSA cryptosystem. 

2 By generalizing the results of Question 1, explain how to mount a so- 
called cycling attack in order to try to decrypt a ciphertext c given 
the corresponding public key (n, e). 

3 Try to explain under which condition such an attack will be efficient. 
Propose a solution to defeat this attack when generating RSA pa- 
rameters. 

D Solution on page 191 

Exercise 7 Modified Diffie-Hellman 

After having studied the Diffie-Hellman protocol, a young cryptogra- 
pher decides to implement it. In order to simplify the implementation, 
he decides to use the additive group (Zp, +) instead of the multiplicative 
one (Z;, .). As an experienced cryptographer, what do you think about 
this new protocol? 

D Solution on page 193 

Exercise 8 *Ra bin Cryptosystem 

Below, we consider the Rabin cryptosystem [40] which was proposed 
in 1979. 

Setup: Generate two primes p, q such that p = q - 3 (mod 4), set 
n = p q and pick a uniformly distributed random element B E Z,. 

Public Key: K, = (B, n)  

Secret Key: K, = (B, p, q) 
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Encryption: A message x E Z, is encrypted by computing E(x) = 
x(x + B) mod n. 

Decryption: Let y E Z, be a ciphertext. The decrypted plaintext 
B2 B D(y) is one of the four square roots of + y minus -;i.. 

1 Explain how it is possible to compute the square roots in Z,. 

2 Notice that the decryption is non-deterministic. Show that we can 
make the decryption deterministic by adding some redundancy in the 
plaintext. 

3 Show that if one can factorize n then one can break the Rabin cryp- 
tosystem. 

4 Show that the Rabin cryptosystem can be completely broken by a 
chosen-ciphertext attack. 
Hint: Show how to factorize n if one can play with a decryption 
oracle which takes a ciphertext as an input, and outputs one of the 
four possible plaintexts at  random. 

D Solution on page 193 

Exercise 9 *Paillier Cryptosystem 

In 1999, Pascal Paillier [36] proposed a trapdoor permutation that we 
will study in this exercise.. L& p and q be two distinct odd primes such 
that gcd(n, (p- l)(q- 1)) = 1, where n = p-q. Let g E Z:, such that the 
order of g is a multiple of n. Paillier's trapdoor permutation is defined 
by 

F, : Z;", x Z, + Z i 2  
(r, m) - rn gm mod n2. 

1 Show that the sets Z; x Z, and Z:, have the same cardinality. 

2 Let X(n) be the smallest positive integer such that xX(,) mod n = 1 
for any x E Z;. Show that 

2 wn.'(,) mod n = 1, 

for any w E Zt2 

3 Bijectivity. In this part, we prove that the function Fg is bijective. 

(a) Argue why it suffices to show the injectivity of Fg to prove that 
it is bijective. 
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(b) Show that 

Fg (TI,  m l )  = Fg(r2, m2) + gX(n)(m2-m1) = 1 (mod n2). 

(c) Show that Fg is injective. 
Hint: Show that gcd(n,X(n)) = 1. 

4 We consider now a variant of this scheme called the RSA-Paillier 
cryptosystem (see [ll, 121) which is defined as follows. 

Key Generation: Let s be an integer. Pick two different odd 
primes p and q of size $ bits, an element e E Z, such that 
gcd(e, X(n)) = 1. Set n = pq and d = e-l mod X(n). 

Public Key: (e, n)  

Secret Key: (d, n)  

Encryption: To encrypt a message m E Z,, we pick a random 
r E Zz and compute the ciphertext c = r e ( l  + mn) mod n2. 

(a) Evaluate the complexity of the key generation and encryption 
algorithms in terms of s. 

(b) Explain how the decryption algorithm works. 

(c) Evaluate the complexity of the decryption algorithm in terms of s. 

D Solution on page 194 

Exercise 10 *Naccache-Stern Cryptosystem 

The aim of this exercise is to study the Naccache-Stern cryptosystem 
proposed in 1998 [31]. We first give the description of this cryptosystem. 

Key Generation: Let n = pq be a modulus of two large odd primes p 
and q such that p = 2au + 1 and q = 2bv + 1, where a and b are also 
two large distinct primes and where u and v are chosen as follows. 
Consider 10 small (e.g., about 10 bits) odd pairwise distinct primes 

5 10 
r I , r2 , .  . . , r10 and set u = niZl ri and v = n i=6  ri. Set also a = uv. 
Let g E Z; be an element which generates a subgroup whose order is 
a multiple of aab. 

Public Key: Kp = (n, g )  

Secret Key: Ks = (p, q) 

Note that a ,  b, and the ri's can easily be found from p and q. So, these 
elements are implicitly in the secret key. 
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Encryption: Let m be an integer lying in {1,2,. . . , a ) .  We encrypt m 
by computing gm mod n. In practice, since the sender of m does not 
know a, he encrypts messages that are smaller than a lower bound 
of a .  

1 What is the impact on the security of this cryptosystem if we set 
a = b = 1 in the key generation? 

2 Devise an algorithm which generates n. 

3 What is the asymptotic complexity of this algorithm expressed in 
terms of the size of p, q and of a ,  b? Assume that p and q have the 
same size denoted by el (in bits) and a and b have the same size 
denoted by t2 (in bits). 

4 Show that the size of the largest cyclic subgroup of ZE is equal to 
2aba. 
Hint: Take a generator gl  of Z; and a generator g2 of Z i .  

5 Let H be a commutative group of order t such that t = cd, where 
c is a prime number and d is a positive integer coprime with c. Let 
h E H. Prove that if hd # 1, then the order of h is a multiple of c. 
Hint: Try a proof by contradiction! 

6 Deduce an algorithm for testing whether a given element g E Zk has 
order at least aab or not. 

7 Show that the encryption function defined on {1,2, . . . , a) c N is 
injective. 

8 Using the secret key K,, show how we can retrieve the message m 
from the ciphertext c = gm mod n. 
Hint: Adapt the algorithm of Pohlig-Hellman. 

D Solution on page 196 
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Solution 1 kokamoto-Uchiyama Cryptosystem 

By Fermat's Little Theorem, we know that gp-' = 1 (mod p) and that 
cp-' = 1 (mod p). Therefore, cp-l mod p2 E G and gp-' mod p2 E G, 
so that the decryption function is well defined. 

Now, we show that the decryption works. First, we have 

= 1 - ( g ~ - ' ) ~  (mod p2). 

Thus, we have 

L (cp-l mod p2) L (grn(p-') mod p2) 
mod p = mod p. 

L (gp-l mod p2) L (gp-l mod p2) 

Since, L is a group homomorphism, we deduce that 

L ( ~ ~ ( P - ' )  mod p2) = m ~ ( g ~ - l  mod p2) mod p. 

Thus, 
L (cp-l mod p2) 

modp = m 
L (gp-l mod p2) 

which proves that the decryption function indeed recovers the original 
plaintext. 

More details on the Okamoto-Uchiyama cryptosystem are given in the 
original article [34]. 

Solution 2 RSA Cryptosystem 

Since ed - 1 (mod 4), there exists an integer k such that ed = 1 + k4. 
Now, if gcd(m,p) = 1, by Fermat's Little Theorem we have 

Raising both sides of this congruence to the power k(q - 1) and then 
multiplying both sides by m yields 

P (mod p). 
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Noting that this congruence is also valid if gcd(m,p) = p (in which case, 
both sides are congruent to 0 modulo p), we conclude that in any case, 

med = m (mod p). 

Using the same arguments, we obtain 

med = m (mod q). 

Finally, since p and q are distinct primes, and thus coprime, it follows 
by the Chinese Remainder Theorem that 

med - m (mod n). 

This concludes the proof. If we assume that m E Z i ,  we directly prove 
that decryption works using the following fact from group theory. If G 
is a group and g is an element of G, then g l G l  = 1, where [GI denotes 
the order of G. In RSA, the group we consider is Z i  and its order is 4. 
Hence, 

med=rn1+lc4=rn-  - ~ r n  (modn).  

For more details about RSA, we refer to the original article [43]. 

Solution 3 RSA for Paranoids 

1 The bottleneck is making an s-bit prime number, which can be done 
in O(s4). 

2 For plain RSA, the condition would be gcd(e, (p - l)(q - 1)) = 1. 
Here q is not a prime, and its factorization is not even known, so that 
computing cp(pq) is not an easy task. We can guess that the condition 
we are looking for is gcd(e,p - 1) = 1. We now show that this is 
sufficient to make E injective. For any ml ,  ma E (0, 1, . . . , 2S-1 - I> ,  
we have 

E(rn1) = E(m2) + m = m (mod pq) 

+ mp = rnz (mod p). 

As gcd(e,p - 1) = 1, we can find (using the Extended Euclid Algo- 
rithm) two integers u, v such that ue - v(p - l) = l .  Therefore 

E(m1) = E(m2) + mye - m y  (mod p) 
l+v(p-1) = l+v(p-1) 

+ ml - rn2 (mod P) 
+ ml--  m2 (mod p) , 
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using Fermat's Little Theorem. Finally, as ml < p and ma < p, the 
last condition is sufficient to show that ml = ma. 

3 As gcd(e,p - 1) = 1, we can compute d = e-l mod (p - I),  so that 
there exists some k E Z such that ed = 1 + k(p - 1). To decrypt, we 
compute 

d E(m) mod p = med mod p = m1+lc(p-') mod p = m , 
using Fermat's Little Theorem. 

4 Encryption is a modular exponentiation, so that the complexity is 
O(s3t2) (exponent is of length s, multiplication of st-bit long integers 
is quadratic). Similarly, decryption's complexity is O(s3) (integers 
are s-bit long). We can accept 0(s3)  for both complexities if t is 
considered as a constant. The complexity of the key generation is 
the same as for plain RSA, that is, O(s4) (prime generation). 

5 If e is smaller than t, me mod n is simply me, since me < n. SO, 
anyone can extract eth roots over Z and decrypt the ciphertext c. 

6 Clearly, the knowledge of p enables to compute the secret key and 
thus to decrypt. Conversely, suppose we can decrypt, i.e., we have 
access to a decryption machine that takes as an input any ciphertext 
and returns as an output the result of the decryption process on the 
ciphertext. We choose to submit the encryption of a large plaintext 
m such that p < m < 2p (even if p is not known yet, such a m can be 
chosen as we know the size of p). We can write m as m = p+u, where 
u < p. The decryption machine allows to recover u easily. Indeed, if 
we submit the ciphertext me mod n the decryption machine returns 

as u was chosen smaller than p. Knowing m and u allows to recover 
p as p = m - u. Note that the same kind of ideas can be applied to 
the Rabin cryptosystem. 

7 This works as in Question 6, since we have a decryption oracle at 
disposal. 

8 To thwart this attack, one can add some redundancy in the message 
before encryption, and check the redundancy after decryption before 
disclosing the result. 

More details about this variant of RSA are given in the original arti- 
cle [48]. We also refer to an article of Gilbert et al. [I91 which shows a 
similar chosen ciphertext attack and which argues why the redundancy 
should be added carefully. 
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Solution 4 RSA - Common Moduli 

1 Given a modulus n,  a public exponent eA and the corresponding 
private key dA, it is possible to recover the factorization of n (see the 
textbook [56]). Then, Alice uses the factorization of n in order to 
recover cp(n) and to compute Bob's private key dB with the help of 
his public exponent eB. 

2 If gcd(eA, eB) = 1, then Eve can compute two integers x and y such 
that eA . x + eg y = 1 by using the Extended Euclid Algorithm. 
Then, Eve uses the two ciphertexts CA and CB in the following way 

For further readings about this topic, we suggest an article of Sim- 
mons [49] and another one of DeLaurentis [15]. 

Solution 5 Networked RSA 

1 Each user needs 2 primes, thus one needs a total of 2n prime numbers. 

2 A malicious user Eve can proceed as follows. She can factorize her 
own modulus by using her private exponent d (see the textbook [56]) 
and try to divide other moduli with her prime numbers. All the 
moduli sharing a prime with hers will then be broken. 

3 Eve does not need to own a public key generated from  the prime 
numbers pool. By taking the greatest common divisor of all possible 
pairs of moduli, she will be able to factorize all moduli for which at 
least one prime factor has been used in at  least one other modulus. 

Solution 6 Repeated RSA Encryption 

1 Since E(c) - ce E me2 (mod n) ,  it is sufficient to show that e2 = 1 
(mod cp(n)) for all legitimate e, i.e., for all e E ZG(351. We have 
~ ( 3 5 )  = p(5) . cp(7) = 4 . 6 = 24. Table 9.1 confirms the validity of 
the above statement. 

2 Since an RSA encryption is a permutation on the message space 
k 

{0,1, . . . , n - I) ,  a positive integer k such that ce - c (mod n )  must 
exist. In this case, cek-* = m (mod n). This observation leads to 
Algorithm 32, called a cycling attack. 
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Table 9.1. Squares of Z;, 

legitimate e e2 (mod 24) 

l2 = 1 - 1 (mod 24) 
52 - 25 = 1 (mod 24) 
72 - 49 = 1 (mod 24) 

112 - 121 = 1 (mod 24) 
1 3 ~  = 169 = 1 (mod 24) 
1 7 ~  = 289 G 1 (mod 24) 
1g2 = 361 = 1 (mod 24) 
232 = 529 - 1 (mod 24) 

3 Let n = pq. A t-times iterated encryption in an RSA cryptosystem 
reveals the plaintext m if and only if 

meU = m (mod n)  

for some u 5 t. This is equivalent to 

eu r 1 (mod ord,(m)) 

for some u 5 t ,  where ord,(m) denotes the order of the element m 
in the group Z:. Hence, the minimal number of encryptions needed 
to recover the plaintext is ordordncm, ( e ) .  

If we consider Equation (9.1) modulo p, we can deduce that eu - 1 
(mod ordp(m)). For a prime number p' dividing p - 1, the probability 

Algorithm 32 Cycling attack against RSA 
Input: an RSA public key (n, e), a ciphertext c = me mod n ,  and an 

upper bound N on the number of encryptions 
Output: either the plaintext m or Failure 
Processing: 

1: k t 1  
2: S t C  

3: for k = 1 , .  . . , N  do 
4: m t s  
5: s t se mod n 
6: if s = c  then 
7: output m and stop 
8: end if 
9: end for 

lo: output Failure and stop 
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for a random m E Z: to have an order in Z; which is a multiple of 
p' is 1 - l/pl, since Z; is cyclic of order p - 1. When this holds, we 
must have eu = 1 (mod p'). Using similar arguments, we can show 
that for a random e E Z;(,), the probability for u to be a multiple of 
a prime number p" I p1 - 1 is 1 - l/ptl as well. Therefore, a solution 
to thwart this attack would be to choose p (and similarily for q) such 
that p - 1 has a large prime factor p' where p' - 1 again has a large 
prime factor p". 

Nevertheless, it has been shown that the probability for a cycling 
attack to succeed is negligible if the primes p and q are just chosen 
at random with a sufficient size. For this, we refer to an article of 
Rivest and Silverman [45]. 

This cycling attack was proposed by Simmons [50] in 1977 and the 
above countermeasure can be found in an article of Rivest [41] published 
in 1978. 

Solution 7 Modified Diffie-Hellman 

If we transpose the Diffie-Hellman in the additive group (Zp, +), the 
intractibility of the discrete logarithm problem is no longer satisfied. 
The exponentation is transposed to a multiplication, while the discrete 
logarithm operation becomes equivalent to a division (i.e., to a multipli- 
cation with an inverse element). As computing the inverse (with respect 
to the multiplication) of an element in Zp is an easy task with the Ex- 
tended Euclid Algorithm, the security of such a modified Diffie-Hellman 
protocol is completely jeopardized! 

Solution 8 *Rabin Cryptosystem 

1 As p = q = 3 (mod 4), one can easily compute the square roots of 
an element c E ZL modulo p and modulo q as follows 

p+l 
SI = c 4 modp 

qfl 
s2 = c 4 mod q. 

Then, using the "CRT-transform" , we compute the square roots mod- 
ulo n = pa q. Namely, using the Extended Euclid Algorithm, we find 
two integers a and b such that up + bq = 1, and then compute 

x = ups1 + bqs2 mod n 

y = ups1 - bqs2 mod n. 



194 EXERCISE BOOK 

The four square roots of c are x, -x, y, -y. Note that it is possible 
that gcd(c, n)  # 1, i.e., c $ Zi .  In this case, sl = 0 and/or s 2  = 0 
and there is either 1 or 2 distinct square root(s). 

2 If we fix, for instance, the 64 most significant bits of the message, 
the probability that decrypting the ciphertext in a correct way and 
getting two square roots having the same first 64 bits is in the order 
of 2-64. Similarly, if the ciphertext is not valid, we get a square root 
having the same pattern with a probability 2-64. 

3 If we can factorize n,  then we can recover the secret key. 

4 While provably secure against a passive adversary, the Rabin public- 
key cryptosystem is vulnerable to a chosen-ciphertext attack. This 
attack works as follows. One chooses a random value r E Z i  and 
computes c = r(r+B) mod n. Then, c is submitted to the decryption 
machine, which decrypts c and returns some plaintext m. Since the 
decryption machine does not know r, and r is randomly chosen, the 
plaintext m is not necessarily equal to r .  The two elements s = 

B r + 2- mod n and st = m +  f mod n correspond to two random square 
B2 roots of + c in Z i .  With probability i, s and s' are such that 

s $ f st (mod n), in which case gcd(s - st, n) = gcd(r - m, n)  is one 
of the prime factors of n.' If s r f s' (mod n) ,  then the attack has 
to be iterated. 

Solution 9 ~cPaillier Cryptosystem 

1 First, we recall that IZ&I = cp(m) for any m E N. Hence, the cardi- 
nality of Z i  is equal to cp(n) = (p - l)(q - 1) and the cardinality of 
Z:, is equal to (p(pZq2) = p(p - l)q(q - 1) = ncp(n). It remains to 
observe that IZE x ZnI = IZ;I - IZnI = y(n)n. 

2 We provide two different solutions for this question. By definition 
of the Carmichael function A,  it suffices to show that X(n2) divides 
n X(n). By a classical formula of the Carmichael function, we have 
X(n2) = lcm(p(p - I) ,  q(q - 1)). Since gcd(n, (p - l)(q - 1)) = 1, we 
obtain X(n2) = n . lcm(p - 1, q - 1) = nX(n). 

Alternatively, we can compute wn'X(n) mod n2. As w E ZL2 we know 
that gcd(w, n2) = 1, which is equivalent to say that gcd(w, n) = 1. 

'Remember the following fact. Let x, y and n be integers such that x2 = y2 (mod n), but 
x $ f y (mod n). Then, n divides x2 - y2 = (x - y)(x + Y) but divides neither (x - y) nor 
(x + y). Hence, gcd(x - y ,  n) is a non-trivial factor of n. 
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Therefore, w E ZL and thus ~ ' ( ~ 1  mod n = 1, so that there exists 
some k E Z such that ~ ' ( ~ 1  = 1 + k - n. Then, using Newton's 
binomial formula, we have 

" 
divisible by n2 

Finally, we clearly have ~ ~ ' ' ( ~ 1  mod n2 = 1. 

3 (a) Since the domain and the codomain of Fg have the same cardi- 
nality, showing the injectivity of Fg is sufficient for showing its 
bijectivity. 

(b) We have 

Fg (rl , ml)  = FS(r2, m2) + r;2 gml = r; gm2 (mod n2) 

= r; (mod n2) =+ ~ ; 2 . g ~ ~ - ~ ~  - 

as g is invertible modulo n2. Noting that rl,r2 E ZL implies 
that rl, 7-2 E Zk2 (as being coprime with n is equivalent to being 
coprime with n2), we can apply the result of Question 2. We 
deduce that Fg (rl , ml)  = Fg (m2, 7-2) implies 

(c) We prove the injectivity of Fg by showing that Fg(rl, ml)  = 
Fg(r2, m2) + rl = 7-2 and ml = ma. In the previous question, we 
obtained g(ml-m2)'X(n) = 1 (mod n2). This means that the order 
of g divides (ml - m2)X(n). But the order of g is a multiple of n ,  
so that 

n I (m1 - m2) ' X(n) (9.2) 
Clearly, as X(n) divides the group order (note that X is the order of 
an element and use Lagrange's Theorem), it divides p(n).  More- 
over we assumed that gcd(n, cp(n)) = l .  Therefore gcd(n, X(n)) = 
1, so that (9.2) implies that n I ml - ma, i.e., 

ml G m2 (mod n )  . 
Showing that rl = 1-2 is easy as 

r;2 = r; (mod n2) =+ ( r  r ) 1 (mod n) 

+ r1 . r ~ l  - 1 (mod n )  
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as the order of an element cannot divide n (as it must divide cp(n) 
and as gcd(n, cp(n)) = 1). Therefore, we have 

rl E 7-2 (mod n)  . 

4 (a) Since the biggest amount of computation is required for the prime 
number generation, the complexity of the key generation algo- 
rithm is O(s4). The complexity of the encryption algorithm is 
essentially due to a modular exponentiation, so it is O(s3). 

(b) We first try to retrieve r. We notice that c = re (mod n). As 
ed - 1 (mod X(n)), there exists some k E Z such that ed = 
1 + k X(n). Thus 

cd - red = r . (rX(n))k = r (mod n) 

by definition of X(n). As r < n,  we have shown that cd mod n = r, 
so that we can retrieve r (using the secret key). Moreover, we have 

c - r-e - 1 = m n (mod n2) . 

But as m < n,  me n < n2, we have shown that 

( c - T - ~  - 1) modn2 = m - n ,  

and thus 
(c . r-e - 1) mod n2 

= m 
n 

(c) The essential computations are some modular exponentiations. 
Thus the complexity of the decryption algorithm is O(s3). 

More details about the Paillier cryptosystem are given in [36]. For 
further readings about the RSA-Paillier cryptosystem, we refer to [ll, 
121. 

Solution 10 ~Naccache-Stern Cryptosystem 

1 If a = b = 1, we notice that p = 2u + 1 and q = 2v + 1. Since 
the ri's are very small, the size of the primes p and q is also small, 
e.g., 50 bits. Thus, due to the modulus size, we can retrieve the 
secret key easily by factoring n. This can be done efficiently in the 
following way. Since u and v are products of small odd primes, p - 1 
and q - 1 are smooth integers. Thus, we can factorize n efficiently 
using the Pollard p - 1 method in most cases. Note that since the 
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ri's are distinct, the largest prime of u is not equal to that of v. This 
avoids some pathological cases of the Pollard p - 1 method. Thus, 
the security impact is dramatic since we can retrieve the secret key 
from the public key quite efficiently in most cases. 

2 Since p and q are of the same form, it suffices to consider only the 
generation of p. The algorithm first consists in picking small primes 
rl, . . . , r g  and computing u. Then, we pick a randomly of a given 
size until it passes the primality test of Miller-Rabin. For each a 
that passes the Miller-Rabin test, we compute p = 2au + 1 and test 
its primality with Miller-Rabin. If p passes the test, we are done. 
Otherwise we start again with another element a. 

3 The asymptotic complexity of computing u (resp. v) is constant 
(asymptotically negligible) since the length of primes r l ,  . . . , r l o  is 
small and fixed. The largest computation is due to the generation of 
the large primes a and p (resp. b and q). Generating a prime number 
a of size t2 has an asymptotic complexity of O(ti) .  This value a will 
lead to an integer p = 2au + 1 which is prime with a probability of 
about a(&). Hence, the final asymptotic complexity for generating 
p (resp. q) is C3(t~tl) .  If we take into account the Miller-Rabin test 
on p, a more precise evaluation of the complexity is O( t i t l  + ti). 

4 We choose an element g E Z: such that g mod p = gl and g mod q = 

g2, where gl (resp. g2) is a generator of Z; (resp. Zi).  The order of 
g is then the smallest integer j such that -- 1 (mod p) and gi -- 1 
(mod q). This j is then the smallest integer which is a multiple of 
p - l a n d q - 1 ,  namely j =lcm(p-1,q-1). Here, g c d ( q , q )  = 1 
and j is then equal to 2abuv = 2aba. 

5 Suppose first that the order of h is not a multiple of c. Since the 
order of h must divide t = cd, we deduce that the order of h divides 
d (since this one does not contain any c in its prime decomposition). 
This leads to hd = 1, which is a contradiction. 

6 We have to check that g'+'(n)la # 1, g'+'(n)lb # 1 and g"(n)lTi # 1 for 
all i = 1,. . . , l o .  If all these relations hold, we deduce that the order 
of g is at  least equal to aab since a ,  b, rl, . . . , r l o  are pairwise distinct 
primes (more precisely, the order of g is at  least as large as the least 
common multiple integer of a,  b, rl, . . . , rlo). 

7 Assume we have gm E gm' (mod n) for m,ml  E N. Since g has 
an order which is a multiple of a, we have m = m' (mod a ) .  Thus, 
m = m' and our encryption function is injective on the set (1,. . . , a). 
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8 Since the message m is smaller than a,  the problem of retrieving m 
is equivalent to retrieve the discrete logarithm of the ciphertext c 
modulo a with respect to g. To this end, we determine the value 
mi of this discrete logarithm modulo ri for i = 1, .  . . ,10 and then, 
by applying the "CRT-transform", we get m (such that m r mi 
(mod ri)). The value mi can be found from c as in the Pohlig-Hellman 
algorithm, namely, 

for all i = 1 , .  . . , l o .  To summarize, one just need to apply the Pohlig- 
Hellman algorithm, except that the discrete logarithm computations 
are restricted to the ri's instead of all prime numbers dividing the 
order of the subgroup generated by g. 

For further readings about the Nacchache-Stern cryptosystem, we re- 
fer to the original article 1311. 
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DIGITAL SIGNATURES 

Exercises 

Exercise 1 Lazy DSS 

We consider the DSS signature algorithm with parameters p, q,g, a 
hash function H ,  and a secret key x. 

Let us consider a lazy signer who has precomputed one pair (Ic,r) 
satisfying r  = ( g k  mod p) mod q  and who always uses the same one for 
generating a signature. Show how to attack him and recover his secret 
key. 

D Solution on page 205 

Exercise 2 *DSS Security Hypothesis 

We consider the DSS signature algorithm with parameters p, q, g, a 
hash function H ,  and a public key y. 

1 If the discrete logarithm problem is easy in the subgroup of Z; 
spanned by g ,  show that anyone can forge signatures. What is the 
complexity of this attack when Shanks baby-step giant-step algorithm 
is used? 

2 If H is not one-way, show that we can forge a (m, r,  s )  triplet so 
that ( r ,  s )  is a valid signature for the message m with the public key 
y. Apply this attack to SHA-1 by using brute force. What is its 
complexity? 
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3 If H is not collision resistant, show that we can forge a given signature 
with a chosen-message attack. Apply this attack to SHA-1 by using 
brute force. What is its complexity? 

4 If the parameter k of DSS is predictable, show that we can deduce 
the secret key from a valid signature. What is the complexity of this 
attack when using brute force? 

D Solution on page 205 

Exercise 3 DSS with Unprotected Parameters 

In a network of users we use DSS signatures with the given parameters 
p, q,g. We assume that each registered user U has a secret key xu 
and a public key yu = gx" mod p. For each pair (U, yu), an authority 
delivers a certificate Cu which binds yv to U. So, when Alice wants 
to send a signed message to Bob she just has to provide the triplet 
(Alice, YAlice, CAlice) and the signed message to Bob. Then, Bob checks 
that the certificate CAlice is valid. After this, he verifies the signature 
with the public key y~li,,. If these tests passed, Bob is finally ensured 
that the message comes from Alice. 

1 We assume that when Bob gets a new valid certified key (U, yu, CU) 
he puts (U, yu) in a directory so that Alice does not need to send her 
triplet each time she sends a message. What happens if the integrity 
of the directory is not protected? Namely, show that an adversary 
Eve who can modify Bob's directory can impersonate Alice and forge 
a signed message which will be accepted by Bob as coming from Alice. 

How can we address this problem without having to protect the in- 
tegrity of the directory? 

2 We assume that the certificate Cu is simply the DSS signature of 
(U, yu) with the authority key. In order to verify the certificates, Bob 
needs to keep y ~ ~ ~ h ~ ~ i ~ ~  in memory. What happens if the integrity of 
y ~ ~ ~ h ~ ~ i ~ ~  in his memory is not protected? Show that Eve can forge 
a fake certificate. 

The parameters p, q, g are also kept in memory. Similarly, we wonder 
what happens if the integrity of these parameters is not protected. 

3 Show that if g can be replaced by 0 in Bob's memory, then Eve can 
forge a fake certificate. 

4 We now assume that Bob checks that g # 0. Show that if g can be 
replaced by another element of the subgroup spanned by g, then Eve 
can forge a fake certificate. 
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D Solution on page 206 

Exercise 4 Ong-Schnorr-S hamir Signature 

Let n be a large composite modulus (of unknown factorization), k 
and s be two elements of Z; such that s2 = -k (mod n). We also 
consider a cryptographic hash function H : (0, I)* -+ Z,. Devise a 
digital signature scheme which uses a public key Kp = k, a secret key 
K, = s and such that the verification of a signature a = (x, y) E Z, of 
a message m consists in checking that 

x2 + ky2 = H (m) (mod n).  

Note: This scheme was proposed by Ong, Schnorr, and Shamir in 
1984 [35]. It was proven insecure by Pollard and Schnorr in 1987 [39]. 

D Solution on page 207 

Exercise 5 Batch Verification of  DSS Signatures 

In this exercise, we consider a variant of the DSS signature from which 
we remove some modulo q operations. Namely, r is computed as r = 
gk mod p and the verification consists in checking that 

W m o d q  c m o d q  r = g  s Y s  mod p. 

All the other operations of this DSS variant are identical to those of the 
original DSS. For the sake of simplicity, this variant will simply be called 
DSS throughout the exercise. 

We recall that g generates a subgroup of Z; of order q. We denote by 
tp and lq the respective sizes of p and q in bits. 

Assume that we have n DSS signatures to verify. We need to check 
n triplets (mi,ri, si), where mi is the ith message and (ri, si) is the 
corresponding signature, for 1 5 i 5 n. We assume that all signatures 
come from the same signer and correspond to the same public key y and 
the same parameters p, q, and g. 

1 What is the complexity of sequentially verifying all the signatures in 
terms of 4, tq, and n? (You can neglect the computation time of the 
hash function.) 

In order to speed up the verification of the signatures, we will perform 
a "batch verification", namely we will check all the signatures at  the same 
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time. We consider a set A of N pairwise coprime numbers in Z l  which 
are smaller than an upper bound B < fi. Then, we pick n different 
elements al, . . . , a, in A. We define 

A batch verification of these n signatures consists in verifying that 

G Y R = g  y modp. 

2 Show that the batch verification succeeds when all the signatures 
(mi, Ti, si) for 1 2 i 5 n are valid. 

3 What is the complexity of the verification in terms of n ,  4, tq, and B? 

4 Let yl and 7 2  be two elements of the subgroup generated by g such 
that yl # 1 and 7 2  # 1. Show that there exists at  most one pair 
(al ,  a2) E A x A with a1 # a2 satisfying 

a1 a2 - 
71 "/Z = 1 (mod P). 

Hint: Given two such pairs (al ,  a2) and (a:, a;) deduce that a: = a1 
and a2 = a; from ala; = a;a2. 

5 Let a l ,  Dl, a 2 ,  P2 be arbitrary elements of the subgroup generated 
by g, such that a1 # Dl and a 2  # b2. Using result of the previous 
question, show that there exists at  most one pair (al,a2) E A x A 
with a1 # a2 satisfying 

In what follows, for any invalid signature triplet (m, r, s) we assume 
that r lies in the subgroup generated by g. 

6 For n = 2, show that for any pair of triplets of DSS signatures 
(ml , rl , s l  ) and (m2, r p ,  s2) such that at least one is invalid, the prob- 
ability that the batch verification fails is greater than or equal to 

1 - 
1 

N 2 -  N '  

Hint: Separate the cases where one or two signatures are invalid. 
For the latter case, use the previous question. 
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7 Usingtheparametersp = 11, q = 5 ,g  = 4, y = 3 = 44 mod 11, n = 2, 
a1 = 1, and a2 = 2, exhibit an example, where at  least one signature 
is invalid but the batch verification passes. We do not require to find 
the mi's here, but only the digests hl = H(ml)  and ha = H(m2). 

D Solution on page 207 

Exercise 6 Ring Signatures 

The goal of this exercise is to make the reader familiar with the con- 
cept of ring signature which was first formalized by Shamir et al. [44]. 

A ring signature is a cryptographic primitive allowing each user to 
anonymously sign as a member of an ad-hoc set of users (called a "ring 
of users"). Any verifier can thus be convinced that the message was 
signed by a member of the ring. Moreover, it should not be possible 
for the verifier to determine which member of the ring actually signed 
the message. Another required property of a ring signature is that the 
signer does not need any cooperation of any other members of the ring 
in the signing step. There is furthermore no setup scheme for the ring 
itself so that the signer can simply define the ring by giving a list of 
the members. We only assume that each user is already associated to 
a public key of some digital signature scheme such as RSA and that all 
public keys are authenticated. 

We first consider the case of a ring composed only by two members 
Alice and Bob. We propose a ring signature in which Alice is able to 
sign a message for the ring (Bob and herself) and where Colin can verify 
that this signature was indeed signed either by Alice or Bob. 

Alice (resp. Bob) has an RSA public key denoted PA = (eA, nA) (resp. 
PB = (eB,nB)). The RSA signature of a message x with respect to a 
public key P = (e,n) is denoted Ep(x) = xe mod n. Let h be a hash 
function that hashes messages of any length to s-bit digests. All RSA 
moduli are assumed to be (s + 1)-bit long. We describe below the ring 
signature scheme. 

Signature Generation: Alice hashes a message m E (0, I)* and 
obtains h(m) E {O,l)'. She then picks a random element XB in ZLB 
and computes y~ = EPB (xB). Alice computes XA = EF;(~B $ h(m)) 
with her secret key. The signature of m is (A, B, X A ,  xB), where A is 
Alice's identity and B is Bob's one. 

Verification: Colin checks that Ep, (xA) $ Ep, (xB) = h(m) holds. 

1 Explain how an adversary could forge a message with a valid signature 
(A, B, XA,  xg) if h is not preimage resistant. 



204 EXERCISE BOOK 

2 Does h have to be collision resistant in order to ensure the security 
of this scheme? 

3 Assume that an adversary is given a challenged message m and that 
s = 1024. We also assume that this adversary has two tables of the 
same size at his disposal. The tables TA and Tg respectively contain 
several pairs of the form (wA, EpA (wA)) and (wB, EpB (wg)) for some 
random W A  E ZLA and wg E ZL,. Explain how the adversary can 
use these tables in order to forge a valid signature for m. Estimate 
roughly the size of these tables in order for this attack to work with 
a probability greater than 0.1. 

4 Generalize this scheme to rings of arbitrary size N. 
Notation: Each member of the ring Ui has an RSA public key Pi = 
(ni, ei) and 

EPi(x) = xei mod ni, 

D Solution on page 210 
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Solutions 

Solution 1 Lazy DSS 

Let us consider the signatures of two different messages m and m'. 
We can write both signatures as ( r ,  s )  and ( r ,  s') respectively. We have 

S = 
H (m) + xr 

k 
mod q 

s' = 
H (m') + xr 

k 
mod q. 

We can find Ic by computing 

H ( m )  - H ( m l )  
k = mod q. 

S - sf 

Then, we compute r  = ( g k  mod p) mod q and finally, we can recover x 
by computing 

Ics - H ( m )  
x  = mod q. 

r  

Solution 2 *DSS Security Hypothesis 

1 We compute the discrete logarithm of the public key with respect 
to the base g and obtain the secret key which trivially allows to 
sign any message. The Shanks baby-step giant-step algorithm has a 
complexity in fl(&). 

2 We can easily forge a triplet ( h ,  r ,  s )  as follows. Pick random elements 
a! and ,O in Z i .  Then, compute 

r  
r  = mod p) mod q, s  = - mod q, and h = sa  mod q. 

P 
From this, we see that a message m such that H (m) = h passes the 
DSS verification with the signature ( r ,  s ) ,  since 

holds. If we invert H on h ,  we obtain a valid (m, r ,  s )  triplet. We can 
invert SHA-1 by brute force in 2'" computations. 
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3 For two different messages ml and m2, we create a collision H(ml)  = 

H(mz), then we ask for the signature (r, s )  of ml.  The (m2, r, s )  
triplet is a valid forged one. By the Birthday Paradox we can do it 
within 280 computations when the hash function is SHA-1. 

s k - H ( m )  4 If we can guess k we can compute x = mod q. By brute 
force, guessing k requires within Q(q) trials. 

Solution 3 DSS with Unprotected Parameters 

1 Eve can replace Alice's public key y~li,, by her own public key YEve 

in Bob's memory. Then, Eve can send a message signed with her own 
secret key. Bob will finally verify the signature using Eve's public key 
believing he is using that of Alice. 

To protect himself against this attack, Bob can store the certificate 
CAlice and always check the validity of the tuple (Alice, yAliCe, CAlice) 
before verifying any signature from Alice. 

2 Eve can replace the key of the authority by her own public key and 
create fake certificates. Hence, she can assign a new public key to 
Alice (whose secret key is known by Eve) with a fake certificate in 
Bob's memory. We conclude by saying that at  least yAuthority must 
be protected. 

3 If g is replaced by 0, then any signature on a message m with r = 0 
will be valid since the test 

H ( m )  mod q 1 mod q mod r = (g-- yS 

will succeed for any y E Z p .  Therefore, it is trivial for Eve to forge 
fake signatures and thus, fake certificates. 

4 One solution consists in replacing g by 1. In this case, we can 
forge valid signatures by picking a E 2; at random and take r = 
a 

(yAuthority mod p )  mod q and s = mod q. 

Another solution consists in using the method for forging a valid 
(h, r, s)  triplet and then deducing a new useful value for g. For this, 
we pick a,  P E ZT, at random and take 

and s = ' mod q. Then, we compute i = * mod q and replace g P H ( m )  
by gi mod p. 
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An additional possible solution is obtained as follows. We replace g 
by y~uthori ty  mod p for a value i E Z: picked at random and use the 
signature algorithm with x ~ ~ ~ h ~ ~ i ~ ~  = mod q. 

Solution 4 Ong-Schnorr-Shamir Signature 

The signature generation of this scheme should consist in computing 
two elements x, y E Z i  using the secret key s such that 

2 z + ky2 = x2 - s2y2 = H(m) (mod n). 

Applying a classical algebraic identity, we obtain 

This equation can easily be solved by introducing two new variables a 
and b such that ab = H(m),  a = x - sy and, b = x + sy (all equations are 
considered in Zn). The two last equations allow to provide expressions 
of x and y which depend on a and b, namely, x = (a + b)2-l and 
y = (b - a)(2s)-'. It remains to solve the relation between a and b in 
order to express the signature with one degree of freedom. This finally 
leads to 

x = ( ~ ( m ) a - l  + a)2-' and y = ( ~ ( m ) a - l  - a)(2s)-l. 

Hence, the signature generation consists in picking an invertible element 
a E Z i  at random and computing x and y according to the above equa- 
tion. 

More details about this signature scheme are given in [35]. 

Solution 5 Batch Verification of DSS Signatures 

1 The verification complexity of a DSS signature is mainly due to two 
modular exponentiations which have a complexity of 6(8:&). Hence, 
the total complexity is L3(n8:8q). 

2 Since all signatures are valid, we know that 

holds for any 1 5 i 5 n. Hence, by raising the above equation to the 
power ai and then multiplying these equations together, we have 

n n 
ai H(mi ) 

R - n r ' i n g P  mod q 523 mod q 
Si y " 2  rgGyY (modp). 
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3 The computation of the coefficients Y and G can be considered as 
negligible in comparison to a modular exponentiation. The computa- 
tion of R requires C?(n!; log(B)) since all exponents are smaller than 
B and performing the verification requires two modular exponenti- 
ations, i.e., of complexity C?(!;!,). Thus, in total the complexity is 

W ; ( n  log(B) + Q). 
4 We assume the existence of a pair (al, a2) E A x A with a1 # a2 such 

that 
a 1  a 2  = 7'1 7 2  - --I (mod PI. (10.1) 

We will show that this pair is unique. Let (a;, a;) E A x A such that 
a; + a; and 

a; .a = 1 
71 7'2 - (mod P), (10.2) 

be another pair. From equations (10.1) and (10.2), we obtain 

Hence, we have 
aia2 = alat2 (mod q )  

and since B < &, we get a{a2 = ala;. By the assumptions on the 
elements al ,  a;, a2, a;, we must have a; = a1 and ah = ag. 

5 If we set yl = al/P1 mod p and 7'2 = a2/P2 mod p, we notice that the 
statement we have to prove is equivalent to the one of the previous 
question, as yl # 1 and 7'2 # 1. Furthermore, these two elements are 
elements of the subgroup generated by g.  The assumptions of the 
previous question are fulfilled. 

6 We first consider the case where exactly one signature is invalid. 
Without loss of generality, we assume that only (ml , rl , sl) is invalid, 
which means that 

mod q 2 mod q 
rl # g " l  Y S 1  mod p 

modq  9 modq 
1-2 = g " 2  Y "2 mod p. 
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Raising the first equation to the power a1 and the second one to the 
power a2 and multiplying them together shows that 

for any (al,  a2) E A x A. Thus, the batch verification fails with prob- 
ability 1. Secondly, we assume that the two signatures are invalid, 
i.e., 

H ( m ' )  mod q 5 mod q 
ri # 9". y "i modp f o r i = 1 , 2 .  

Applying the result of the previous question to ai = ri and 

H ( m i )  mod 2 mod pi = g S i  y Si modp for i = 1,2, 

we know that there exists at most one pair (al, a2) E A x A with 
a1 # a2 which passes the batch verification. Finally, since 

we can conclude that the probability that the batch verification suc- 
ceeds is smaller than or equal to 

7 We consider the parameters given in the hint and we first look for 
the elements al, a 2 ,  pl, and ,02 lying in the subgroup generated by 
the element g = 4 in ZT1, satisfying a1 # PI, a 2  # p2, and 

By looking at the subgroup (g) = {1,3,4,5,9), one can choose a1 = 
4, pl = 3 ,  a 2  = 5  andp2  = 9 ,  s ince4-52 ~ 3 . 9 ~  E 1 (mod 11). We 
set rl = a1 = 4, 7-2 = a 2  = 5. It  remains to solve 

h mod 539 mod 5 3 = 4 ~ 1  mod 11 
mod 5 5 mod 5 9 =4sz 3 s2 mod 11. 

Taking the discrete logarithm of the above equation with respect to 
g = 4 leads to the equations 
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Choosing s~ = 2, hl = 2, s 2  = 1, h2 = 3 satisfies the above equations. 
Finally, the triplets (hl, rl, sl) = (2,4,2) and (ha, r 2 ,  s2) = (3,5,1) 
have the desired properties. 

For more details about this topic, we refer to the original article [30]. 

Solution 6 Ring Signatures 

1 For any XA E Z;, and xg  E Z;,, the adversary can find a preimage 
of Ep, (XA) @ EpB (xB) under the hash function h. In this case, he 
has found a valid signature for this preimage m, since he obviously 
passes signature's verification h(m) = EpA (xA) @ Ep, (xg).  

2 If h is not collision resistant, an adversary can find two messages 
m # m' with the same digest. Noting that in this case, a valid 
signature for m is also a valid signature for m' leads to the conclusion 
that h definitely must be collision resistant in order to prevent an 
adversary to easily forge a signature. 

3 The adversary can build a third table Th by performing a XOR oper- 
ation between each element that is on the right of the table TA with 
h(m). He then looks for a collision between the right values of the 
pairs of tables Th and Tg. If we consider the two values Ep, (wA), 
Ep, (wB) involved in such a collision, we have EpA (wA) @ h(m) = 
EpB(wB), which shows that the tuple (A, B, WA,  wg) is a valid ring 
signature. 

As mentioned in the textbook [56], the probability that a collision 
occurs between the two previous tables Th and Tg is given by the 
approximation 1 - eeheB, where oh+ and 8 g V  respectively 
correspond to the number of entries in table Th and in table TB. We 
see that the probability becomes non-negligible when the size of the 
tables is about 2512. 

4 Without loss of generality, we assume that the signer is the user U N .  
The signer picks N - 1 values xi E Zki randomly for 1 5 i 5 N - 1 
and computes yi = Epi(xi). He then computes 

As a verification, the verifier has to check the equality 

For further readings about ring signatures, we suggest the original article 
of Shamir et al. [44]. 



Chapter 11 

CRYPTOGRAPHIC PROTOCOLS 

Exercises 

Exercise 1 Breaking the RDSA Identification Scheme 

An identification scheme is an interactive protocol in which a prover 
wants to convince a verifier that he knows some private information. It  
can be used, for instance, in access control. The original RDSA iden- 
tification scheme was proposed by Ingrid Biehl, Johannes Buchmann, 
Safuat Hamdy, and Andreas Meyer in [2]. The security issues about this 
scheme were raised by Pierre-Alain Fouque and Guillaume Poupard in 

PI 
Let s and t be some given security parameters (e.g., s = 1024 bits and 

t = 160 bits). We assume that the prover and the verifier have set up 
some public parameters, that the prover (only) has a private key, and 
that the verifier has the public key of the prover. Those values are set 
up as follows. 

Public Parameters: a large integer n of size s, an element y E ZE, a 
prime q of size t 

Private Key: an integer a E [2, q - 11 

Public Key: a = ya mod n 

Following the identification scheme on Figure 11.1, the prover convinces 
the verifier that he knows the private key without disclosing it. 
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Verifier 

choose k E [0, q - 11 
uniformly at random 
p = yk modn t' > 

e 
check e E [0, q - 11 ( choose e E [0, q - 11 

x = k - a . e  
Compute r ,  e such that 
x = e . q + r w i t h O < r < q  

r, X = ye mod n check p = yTaeXq mod n 

and r E [0, q - 1] 

Figure 11.1. The RDSA identification scheme 

1 What is the complexity of the generation of the public parameters? 
What is the complexity of the generation of the private/public key 
pair? Cite all the algorithms that are needed in both cases. 

2 What is the total bit length of the messages exchanged between the 
prover and the verifier in the worst case? 

3 Show that the verification process should work, i.e., show that p = 
y T a e X q  mod n when the prover and the verifier follow the protocol 
specifications. 

Obviously, no information about the prover's private information should 
leak, not even to the verifier. We will now see that this scheme is flawed 
as a malicious verifier can recover some of the bits of the private key. 

4 A malicious verifier chooses e = 0. Compute t, r, X in this case. Does 
the malicious verifier recover any information about the secret key in 
this case? 

5 A malicious verifier chooses e = 1. Depending on k and a, compute 
t, r, X in this case. 

6 Deduce from the previous question that the verifier learns one bit of 
the secret key (with high probability) after a few runs of the protocol. 

We denote by 1x1 the greatest integer less than or equal to x. We will 
see that the verifier can recover several bits of the private key. 

7 Show that t = L=J + E, where E = 0 or 1. 
9 

8 Deduce from the last question that the size of l is approximately 
equal to the size of e. Show that the verifier can exploit this to easily 
recover t from X when e is short. 
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9 Show that la - < %. 
10 Denoting S the size of e, show that the last inequality allows the 

verifier to recover S - 1 bits of the private key by selecting a short e. 

D Solution on page 220 

Exercise 2 *A Blind Signature Protocol for a Variant of 
DS A 

An interesting variant of signature schemes is a blind signature pro- 
tocol. The basic purpose of such a protocol is to enable a sender A to 
obtain a valid signature a for a message m from a signer B such that 
B does not see the value of m nor a. Later on, if B sees (m, a), he can 
verify that a is genuine. However he is unable to link (m, a) to a specific 
instance of the protocol producing (m, a). A useful scenario of the blind 
signature protocol is electronic cash application between a customer A 
and the bank B, where a message m might represent a monetary value 
A can spend. 
A blind signature protocol requires the following components. 

A digital signature mechanism for the signer B. Let SB(m) denote 
the signature generation scheme for B on m, and let V(m, a) taking 
value in {val id,  inva l id)  denotes the signature verification output 
for a on m. 

A blinding function FA and an unblinding function GA (both .FA and 
GA are known only to A), such that the following property holds: 

SB (FA(m)) -+ a =+ V (m,GA(a)) = val id.  

Note that the same signature verification scheme is used for the blind 
signature protocol based on the underlying signature mechanism. 
Thus B can easily verify the signature afterwards without knowledge 
of FA and GA. 

We first describe a variant of DSA as follows. 

Publ ic  Parameters:  a prime p, a prime factor q of p - 1 and an 
element g E Z; of order q 

Setup:  The signer chooses an element x E Z q  uniformly at random 
and computes y = gx mod p. 

Secret Key: x 
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Public Key: y 

Signature Generation: Given the message m and the hash function 
H : (0, I)* + Z;E, the signer chooses an element k E Zq uniformly at 
random and computes 

r = (gk modp) mod q 

s = kH(m) + xr  mod q 

The signature for m is the pair (r, s) .  

Algorithm 33 The blind signature protocol for a variant DSA 
Public Parameters and Key Setup: 
1: a prime p, a prime factor q of p - 1 and an element g E Z; of order 

4 
2: B chooses a random x E Zq and computes y = gx mod p. 

Secret Key: x 
Public Key: y 
Blind Signature Setup: 

3: B chooses a random k' E Zq and computes R' = gk' mod p. 
4: if R' mod q = 0, B goes back to step 3. 
5: B sends R' to A. 

Blinding FA: 
6: A chooses random a,  p E Zq and computes R = ~ ' " ~ 0  mod p. 
7: if R mod q = 0, A goes back to step 6. 
8: A computes m' = crH(m)RfR-' mod q and sends it to B. 

Signing: 
9: B computes s' = k'm' + R'x mod q and sends it to A. 

Unblinding GA: 
lo: A computes r = R mod q and -1 to obtain a genuine signature 

(r, s) for m by B finally. 

1 Let .lp and .lq denote the respective bit length of p and q. What is 
the asymptotic complexity of computing r and s respectively, given 
H (m)? 

2 Show how to verify the signature (r, s) on m for the variant of DSA. 

3 Read the blind signature protocol (Algorithm 33) based on above 
variant of DSA. Briefly explain why it is necessary to avoid 

in step 7. 



Cryptographic Protocols 215 

4 Find a computable expression of s for A in Step 10 such that ( r ,  s) is 
a genuine signature by B ,  i.e., ( r ,  s )  successfully passes the signature 
verification phase as answered in Question 2. 

5 Assuming that (gP mod p) mod q is uniformly distributed over Zq,  
show that m' is uniformly distributed over Z; for any fixed R', H ( m ) ,  
and nonzero a. Deduce that B receives no information about H ( m )  
with knowledge of R' and m' from the execution of the blind signature 
protocol. 

D Solution on page 222 

Exercise 3 *Fiat-Shamir Signature I 

We study the security of the following Fiat-Shamir signature scheme 
based on the basic Fiat-Shamir protocol (see the textbook [56]). 

Setup: The signer generates two random distinct primes p and q, and 
computes n = pq. He keeps p,q secret. He then selects a random 
integer s E Z i  and computes v = sP2 mod n. 

Secret Key: s 

Public Key: v ,  n 

Signature Generation: Given a message m and the hash function 
H : {0,1)* -+ (0 ,  I ) ,  the signer picks a random r E [l ,n  - 11 and 
computes x = r2  mod n, e = H(mllx) ,  y = rse mod n. The signature 
is the pair (el  y). 

Verification: Upon the reception of signature (e ,  y)  with the message 
m, the verifier computes w = y2ve mod n, then e' = H(mllw).  He 
compares e' with e and accepts the signature if e = el, otherwise 
rejects it. 

1 Explain why p and q must be distinct. 

2 Prove that the signature verification scheme works. 

3 Show that an adversary can forge a valid signature for a given message 
m in a probabilistic way. 

4 Is the above problem fixed by choosing H : (0 ,  I)* -+ {O,l)' with a 
fixed larger k? 

D Solution on page 223 
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Exercise 4 *Fiat-Shamir Signature I I 

Consider H : {0,1)* + (0, lIk with some fixed positive integer k. 
Propose a generalized signature scheme of the previous simplified Fiat- 
Shamir signature scheme and briefly discuss the choice of the parameter 
k for a high level of security. 
Hint: The Fiat-Shamir signature scheme was obtained from the Fiat- 
Shamir protocol. Proceed similarly from the Feige-Fiat-Shamir protocol. 
A version of this protocol is described in the textbook [56]. 

D Solution on page 224 

Exercise 5 *Authenticated Diffie-Hellman Key 
Agreement Protocol 

Let us consider a public-key Diffie-Hellman key agreement protocol 
derived from the simple Diffie-Hellman protocol. In this protocol, we 
have the following public parameters: 

w a large prime p 

rn a large prime factor q of p - 1 

rn an element g  of order q in ZE 

Each user U has a random secret key Xu E Z, uniformly distributed 
and a public key Y-J = g X u  mod p. All the users' public keys are stored 
in an authenticated database (e.g., using a trusted third party), which 
is publicly readable. We propose the following key agreement protocol 
between users A and B. 

w A generates a E Zq using a pseudorandom number generator, com- 
putes v = ga mod p, and sends v to B. 

w B generates b E Z, using a pseudorandom number generator, com- 
putes w = gb mod p and sends w to A. 

In the end, A and B share the secret key K = g a X ~ + b X ~  mod p. 

1 Explain how A can compute K. 

2 Assume the pseudorandom number generator of B is biased in the 
sense that it only generates small numbers (eg., of length around 40 
bits) instead of generating numbers almost uniformly in Z,. Show 
how an adversary A* can impersonate A to set up a key with B. 
Suggest a countermeasure. 
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3 Assume that b = ac for some small c. Show that the adversary A* can 
impersonate A and set up a key with B. Suggest a countermeasure. 

D Solution on page 225 

Exercise 6 Conference Key Distribution System 

We study a synchronous Conference Key Distribution System (CKDS) 
for m > 2 users denoted by Uo, Ul, . . . , Those m users are con- 
nected in a ring network (see Figure 11.2), such that Ui can only send 
messages to Uj, where j = i+l mod m for any i E { O , l , .  . . ,m-1). This 
means that Ui can receive messages from Uj only, where j = i- 1 mod m, 
for any i E (0, 1, . . . , m - 1). 

Figure 11.2. The CKDS ring network 

The purpose of the CKDS is to derive one common communication key 
K for all users over authenticated channels, so that they can hold a 
confidential conference online. K is generated after several synchro- 
nized rounds among the users: during the kth round, Ui sends out two 

k b  messages denoted by (s:", s:'~) and receives two messages (R:'~, Ri ' ). 
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Thus, according to the message transmission rule, we know that 

Let us first examine a CKDS for m = 3 users Uo, Ul, U2. The protocol 
proceeds in 2 synchronized rounds as shown in Algorithm 34. 

Algorithm 34 The key generation algorithm of the CKDS for three 
users 
Public Parameters: 

1: a large prime p, a generator g of 2; 
Setup: 

2: Each Ui chooses a random number Ni E ZE and keeps it secret. 
Key Generation: 

3: At the first round, each Ui computes s,"~ = gN" modp and sends 
(s;y 1). 

1: At the second round, each U,: computes s:'~ = R!@ . ~ , f ' "  mod p and 
2 b  

S, = (Rtpa) Ni . Rtyb mod p. U, sends (s:'~, S:jb)). 
5: Each U, computes K = ( ~ 2 ~ ) ~ .  R:" mod p. 

1 Give the name of a famous protocol to solve the key distribution 
problem between m = 2 users? 

2 Express K computed by each user in Algorithm 34 in terms of user 
secrets No, Nl , N2 and public parameters g, p only. 

3 Prove that each user does share the same conference key K. 

4 Now, we extend the above CKDS to a CKDS for m = 4 users 
Uo, . . . , U3 as follows. The setup and the first two rounds of the 
algorithm are the same as in Algorithm 34. After that, we add a 
third round in which each Ui computes 

and sends (s:'. , s:'~). At the end, each Ui computes 

K = ( R : ~ " ) ~ ~  . R:lb mod p. (11.1) 

Prove that K computed by each user in Equation (11.1) is the same. 
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5 We investigate the security of the above CKDS protocol for m = 4. 
2,b 3,b 3,b 2,b Show that given So ,So , S, , S2 , the adversary (wire-tapper) can 

reconstruct K without the knowledge of user secrets Ni's. 

6 For an arbitrary m-node CKDS communication network where all the 
channels are assumed to be authenticated (yet insecure), we define 
the Multi-Tap Resistance (MTR) by 

7 - 1  
MTR = -, 

m 

where T is the minimum number of physical wires the wire-tapper 
needs to tap in order to recover K .  From the previous question 
derive an upper bound of MTR for the above CKDS with m = 4. 

7 Generalize the CKDS protocol for arbitrary number m > 2 of users 
Uo, Ul, . . . , and justify your proposal. Give a general expression 
of the value K in terms of user secrets Ni's and public parameters g, p 
only. What is the exact total number of multiplications over Z i  that 
each user must compute to obtain K? And what is the exact total 
number of exponentiations over ZE that each user must compute to 
obtain K? Determine an upper bound of the MTR for the above 
CKDS in terms of m. 

D Solution on page 226 
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Solution 1 *Breaking the RDSA Identification Scheme 

1 First, note that the generation of n ,  y, and the secret key a is trivial. 
To generate the public parameters, one needs to generate a random 
prime of size t ,  which has a complexity of C3(t4) (this corresponds to 
performing a Miller-Rabin test on t different random numbers). Com- 
puting the public key is done via one modular exponentiation. The 
complexity is thus O((log n)2 log a)  which is C3(s2t), using a square- 
and-multiply algorithm. 

2 The parameters p and X are at  most of the size of n while the size of 
e and r are at  most of the size of q. The total bit length in the worst 
case is thus 2(s + t). 

3 If both the prover and the verifier follow the protocol specifications 
we have 

Thus yraeXq mod n = p, so that the test performed by the verifier 
should work. 

4 If e = 0, then x = k E [0, q - 11. Consequently, ! = 0 and r = k. As 
! = 0, we have X = 1. All these values are independent of the secret 
key a ,  so that the verifier does not recover any information about it 
in this case. 

5 If e = 1, then x = k - a .  

rn If k 2 a,  then x E [0, q - 11 and thus ! = 0, r = k - a ,  and X = 1. 

rn I f k < a , t h e n - x ~ [ O , q - l ] a n d t h u s ! = - l , r = k - a + q , a n d  
X = y-' mod n # 1, which is different from 1 when y # 1. As y 
is uniformly distributed in Z;, this is almost always the case. 

6 From the previous question, we see that when the verifier chooses 
e = 1, then X is either 1 (when k > a)  or something else (when k < a). 
For each new run of the protocol, a new random value is chosen for k. 
Clearly, if the verifier often receives X = 1, it means that for several 
random values of k we have k > a,  which only happens if a is "small". 
On the contrary, if the verifier often receives X's different from 1, then 
a must be "large". As k and a are of the same size, the verifier can 
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conclude that the most significant bit of a is 0 (if he receives several 
X's equal to 1) or 1 (if he receives several X's different from 1). 

7 As e is the quotient of an Euclidean division, 

k - a . e  -a - e e = Is] andthus t = L  ]=Iy+:]. 
As 0 5 k/q < 1, then either e = [-(a e)/qj (when k/q is small), or 
e = [-(a. e)/q] + 1 (when k/q is large enough, i.e., larger than or 
equal to [-(a e)/ql - (-a . e)/q). 

8 From the previous question, we deduce that 

As a and q roughly are of the same size, then loga s logq, so that t 
and e approximately have the same size. Therefore, the verifier can 
make sure that e will be small by choosing a small e. If he chooses a 
small enough value (say for example, of length S = 30 bits), he will 
be able to recover e from the knowledge of X and y by using a simple 
exhaustive search. 

9 We have e q + r = k - a .  e. Thus, 

- t . q  - k - r  a---- 
e e 

10 By choosing a small enough e, the verifier can compute e and thus 
U=-e.4  

e . From the previous question, we know that the distance 
between u and the private key a is not too large, namely, it is smaller 
than 2. As 

and as log a M t ,  it means that the S - 1 most significant bits of a and 
are the same (as their difference is of length t - (6 - 1)). The 

verifier can thus recover the S - 1 most significant bits of the secret 
key a. 

This attack is part of an article [18] of Pierre-Alain Fouque and Guil- 
laume Poupard published at Eurocrypt'03. 
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Solution 2 *A Blind Signature Protocol for a Variant o f  
DSA 

1 Using a square-and-multiply algorithm it takes O(lE.eq) operations to 
compute r .  For computing s ,  one needs to perform a simple modular 
product which has a complexity of O(ei ) .  

2 We check 
- -- 

( g H ; m )  HFrn) mod p) mod q = r. 

This can be proved as follows: 

- -- 
( g H L )  H;m) mod p) mod q = (9% mod p) mod q 

= ( g k  mod p) mod q 
- - r. 

3 We must have R mod q # 0 as R must be invertible modulo q in 
step 8. 

4 As ( r ,  s )  must be a valid DSA signature, it must satisfy relations sim- 
ilar to those satisfied by r and s in the signature generation. Con- 
sequently, R must be of the form gk mod p, for some integer k. We 
can deduce from the definition of R that 

k = k'a + ,O mod q. 

Replacing this value of k in the equation that s must satisfy, we 
obtain 

s = (k'a + P )  H ( m )  + xr mod q 

= k f a H ( m ) + P H ( m ) + x r m o d q .  

As the verifier does not know k', we must express the previous equa- 
tion in terms of s' instead. We can show that 

LtaH(m)  = (s'RR'-~ - x R )  mod q = (s'RR'-~ - x r )  mod q, 

so that we finally obtain 

s = s'RR'-~ + P H ( m )  mod q. 

5 We have 

m' = a ~ ( r n ) R ' ( R ' - "  mod p)(g-P mod p) mod q. 
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For any legal R', H (m), and nonzero a, we know that 

aH (m) R'(R1 -" mod p) mod q  

is nonzero. As (go mod p) mod q  is uniformly distributed over Zq, 
we know that (@ mod p) mod q  and (g-P mod p) mod q are actually 
uniformly distributed over Z: by the protocol. As multiplying a uni- 
formly distributed group element by another group element results in 
a uniformly distributed random element, we are done. For the second 
part of the question, we distinguish two cases: 

rn if m' = 0, we must have a = 0 and H(m)  is independent of m' 

if m' # 0, we know a is invertible. So we can write 

H (m) = m'a-' R'-' (R'" mod p) (go mod p) mod q .  

Similarly to what we had in the former half of the question, we 
deduce that H(m) is uniformly distributed over Z: for every in- 
vertible a given R', m'. 

Both cases lead to the conclusion that B obtains no information about 

H(m).  

For more details about this blind signature protocol, the interested 
reader shall refer to [9]. 

Solution 3 *Fiat-Shamir Signature I 

1 If p = q ,  then we can easily recover p from n just by computing 
the square root of n which is fairly simple. Once an adversary has 
obtained p, he can forge a signature for any message. 

2 For a valid signature (e, y), we have 

w = y2ve (mod n)  

= ( ~ s ~ ) ~ v ~  (mod n) 

= r2(s2v). (mod n)  
- r2 (mod n )  

= x (mod n). 

Thus we conclude that w = x and e = e' 

3 Given m, the forger picks a random r E [ l , n  - 11 and computes 
x = r2 mod n,  then checks if e = H(mllx) is zero or not. If e = 0 
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he just outputs the pair (0, r) as the signature for m. Otherwise, he 
picks another r E [1, n - 11 and repeats the above procedure. The 
probability of success for one round computation is $ assuming that 
H is an ideal hash function. 

4 No! A similar attack works here with the difference that the forger 
checks if e = H(mllx) is even or not. The key idea of the attack is that 
as long as e is even, the forger can compute y without knowledge of 
the secret key s. For this, the adversary computes y = r e  (v-')j mod 
p, where e = 2j.  Such a signature (e, y) is valid, since 

Solution 4 *Fiat-Shamir Signature II 

Below we present the Feige-Fiat-Shamir signature scheme. 

Setup: The signer generates two random distinct primes p, q and com- 
putes n = pq. He keeps p, q secret. He then selects k distinct random 
integers sl, . . . , sk E Zk and computes 213 = sy2 mod n ,  1 < j < k. 

Secret Key: s l ,  . . . , sk 

Public Key: vl , . . . , vk, n 

Signature Generation: Given a message m, the signer picks a ran- 
dom r E [ l , n  - 11 and computes x = r2 mod n,  e = H(mllx) 
which can be represented by the k-bit string ele2 .. .el, and y = 
r @=, s: mod n. His signature is the pair (e, y). 

Verification: Upon the reception of signature (e, y) with the message 
m,  the verifier computes w = y2 n:=l vy mod n,  then e' = H (mil w). 
He compares e' with e and accepts the signature if e = el, otherwise 
rejects it. 
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The signature verification works, as it can be seen below 

w = y2n~F (modn)  

r2 s e  v (mod n) 

- r2 n ( s ~ v ~ ) ~ '  (mod n)  
j=1 

- = r2 (mod n)  

= x (mod n). 

SO, w = x and e = e'. 
About the choice of the parameter k, we can see that as long as 

the adversary succeeds in finding a lucky r such that e = 0 he can 
compute a valid signature on his own without knowledge of the secret 
keys. However, the complexity is equivalent to a preimage attack of the 
hash function, i.e., ~ ( 2 ~ ) .  Henceforth, k should be very large to thwart 
such an attack. Typically, it suffices to have k = 128. 

More details about the Feige-Fiat-Shamir signature scheme are given 
in [29]. 

Solution 5 *Authenticated Diffie-Hellman Key 
Agreement Protocol 

1 A can compute K as follows, 

K = (gXB)a . ( g b ) X ~  mod p 
= YE . wXA mod p. 

2 If user B happens to choose a small b, then the adversary A* can 
perform an exhaustive search to find b from the pair (g, w). Once b 
is found, and as 

K = mod p = Y ~ Y ;  mod p, 

A* can compute K without needing to know the secret key of A. 
Obviously, this attack is not feasible provided that the pseudorandom 
number generator used by B is unpredictable. In practice, B could 
for example use the ANSI X9.17 standard generator [I] based on 
3DES. 
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3 If b = ac for some small c, then 

Consequently, the adversary A* can recover c by an exhaustive search, 
testing whether w = vC mod p for each guess. Once A* has recovered 
c,  she can compute K = Y;Y~ mod p. A possible countermeasure is 
to generate random primes instead of arbitrary numbers (note that 
the primes have to be large and uniformly distributed). This way b 
cannot be divisible by a. 

Solution 6 Conference Key Distribution System 

1 The famous Diffie-Hellman key agreement protocol solves the key 
distribution problem between m = 2 users. 

2 From now on, for any i ,  j E Z,, we let i@ j = i- j mod m. According 
to the protocol, for each Ui, we compute K as follows 

One can see that Z3 = {i 9 1, i 9 2, i 8 3) and thus that 

holds for any i E Z3. Therefore we have 

3 From Equation (11.2), we immediately see that the value of K is in- 
dependent of i E Z3. Hence, each user Ui obtains the same conference 
key K. 

4 For any subset & = {el, e2,. . . , ee) of Z, with cardinality t 2 2, we 
define the function 
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We shall first prove the following equations 

for any i E Z4 and any k E {2,3,4) by induction. We start by 
proving Equation (11.3). First with k = 2, it is easy to see that 
s?la = gNi+Niel mod p for any i E Za from the CKDS protocol, 
which verifies Equation (1 1.3). Assuming Equation (1 1.3) holds for 
k = e and for any i E Z4, we want to show it holds for k = e + 1 and 
for any i E Z4 as follows. From the protocol, we have 

By induction, we have 

which completes our proof for Equation (11.3). Next, we would like 
to prove Equation (11.4). First, with k = 2, it is easy to see that 
s:" = gNiNie1 mod p for any i t Z4 from the CKDS protocol, which 
verifies Equation (1 1.4). Assuming that Equation (1 1.4) holds for 
k = ! and any i E Z4, we want to show it holds for k = e + 1 as well 
for any i E Z4 as follows. From Equation (11.3), we have 

By induction, we have 

which completes our proof for Equation (11.4). 

As it is clear that K = ,Sfyb with k = rn = 4, according to Equa- 
tion (1 l .4), we immediately have 

K = f (@el  ,..., ie(m-1)) mod p. 

Moreover, we know that 
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for any i E Z,. Consequently K = g f ( O l l ~ . - ~ m - l )  mod p, which is 
independent of i. This completes our proof. 

2,b 3 b  3 b  2 b  5 Given So , So' , Sly , S2' , the adversary computes 

which equals 

according to Equation (11.4). This quantity is obviously equal to 
gf (0,192,3) mod p = K.  

6 From the previous question, we see that T 5 3 for the above CKDS 
with m = 4 because the adversary just needs to tap in the three wires 
connecting the user pairs (Uo, Ul), (Ul, U2) and (U2, Us) in order to 
find K. Therefore, by definition, we have 

7 Algorithm 35 shows the generalized CKDS protocol for arbitrary 
number m > 2 of users Uo, Ul, . . . , And the conference key 
K gf( o , ~ ,  ..., m-1) mod p. The proof follows exactly the same as in 
Question 4. 

From Algorithm 35, we see that for the first round, computing 
takes one exponentiation for each user Ui. For each subsequent round 
k E (2,. . . , m  - I), computing takes one multiplication, com- 
puting s:'~ takes one multiplication and one exponentiation for each 
user Ui. After (m - 1) rounds, computing K takes one multiplica- 
tion and one exponentiation for each user Ui. Therefore, in total, 
each user computes m exponentiations and 2(m - 2) + 1 = 2m - 3 
multiplications over Z;. 

m-2,b Sm-l ,b  s y - l , b  Regarding MTR for any m > 2, as long as Siel , , 7 

~ t & ~ - ~ )  for some i E Zm are known, the adversary can always com- 
pute K by 

s m - - l , b  . sy-l,b . s21b 
zei @(m-1) 

Sm-2,b mod p. (11.5) 
iel 
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Algorithm 35 The key generation algorithm of the CKDS for m users 
Public Parameters: 

I :  a large prime p, a generator g of Z; 
Setup: 

2: Each Ui chooses a random number Ni E Z; and keeps it secret. 
Key Generation: 

3: At the first round, each Ui computes s,fja = gNi mod p and sends 
( ~ , f ? ~ ,  1). 

4: for each round k = 2, .  . . , m - 1 do 
s: Each Ui computes = R:-lya mod p and SF" = 

k-1,a N~ . Rk-l,b (R, ) mod p. Ui sends (sf7", 
6: end for 

m - l , b  
7: Ui computes K = ( ~ 7 ~ ' ~ ) ~ ~  . Ri mod p. 

For the proof, we would like to show that Equation (11.5) is equivalent 
to sZmyb = K. As 

it suffices to show that 

to complete the proof. To prove this, we use Equation (11.4) to check 
the following 

which equals ( s & ' ' ~ ) ~ .  mod p by Equation (11.3). As a matter of 
fact, Question 5 is the special case i = 1, m = 4. Thus, we conclude 
that the minimum number of physical wires for the adversary to tap 
in is less than or equal to 3 in order to find K. So, MTR < %, which 
goes towards 0, when m goes to infinity. In other words, the CKDS 
protocol is considered highly insecure when the user number m is 
large. 

For more interesting studies on the above CKDS protocol, we refer 
to [21]. 



Chapter 12 

FROM CRYPTOGRAPHY TO 
COMMUNICATION SECURITY 

Exercises 

Exercise 1 A Hybrid Cryptosystem Using RSA and DES 

The boss of a small company wants to secure all digital exchanges 
among the computers of the employees. As he is stingy, he does not 
want to hire a cryptographer and decides to set up a complete system 
by himself (he borrowed a textbook in the library). More precisely, he 
wants to use RSA and DES in order to build a hybrid cryptosystem. Such 
a scheme assumes that each employee of the company has a private key 
and that the associated public key is known to all the other employees. 
Figure 12.1 illustrates an example of the setup of a secure communication 
between Alice and Bob (two employees of the company). The principle 
is first, to establish a DES secret key (the session key) to be used in a 
session, second, to encrypt every message of the session with this session 
key. We denote by (nA, eA) and (nB, eB) the RSA public keys of Alice 
and Bob respectively, and by dA and dB the corresponding private keys. 
The session key will simply be denoted k .  As the boss of the company 
wants to achieve a high level of security, he decides to use 2048-bit RSA 
moduli. 

1 What are the sizes of the two factors of an RSA modulus in this com- 
pany? Explain why Bob wants to choose a small public exponent eB. 
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Alice Bob 

choose k E (0,. . . , 256 - 1) 
c = keB mod nB C get k = cdB mod nB 

Secure communication usina Ic 

Figure 12.1. Alice and Bob using the hybrid cryptosystem to secure their communi- 
cations 

2 Bob chooses eg = 3. Does this scheme provide good security in this 
case? Why? 
Hint: Look at the size of keB . 

Bob now chooses eg = 216 + 1. Suppose that Eve (another employee 
of the company) can eavesdrop the communication and thus learn the 
value of c. 

3 Give a brute force algorithm that would (in principle) allow Eve to 
recover k. What is its complexity? Can it display any wrong key 
(i.e., a key different from k)? 

Suppose now that the DES key k chosen by Alice (considered as an 
integer of 56 bits) can be written as k = k1 . k2 where k1 and k2 are both 
integers of 28 bits. 

4 Eve decides to store in a table T[.] the value of T[kl] = k:B mod ng 
for every possible value of kl. Explain how she can mount a kind of 
meet-in-the-middle attack (using this table) in order to recover k. 
Hint: Express k;B mod nB in terms of c, ka, eg, and ng and exploit 
this relation. 

5 What is the number of modular exponentiations needed to compute 
the table? What is the size of the table? Once the table is computed, 
how many modular exponentiations are required to recover the key? 

In order to reduce the memory requirement, Eve decides to use a cryp- 
tographic hash function h : (0, I)* t (0, 1IN. Consequently, instead of 
storing the value of k;B mod ng, she now stores h(k:B mod ng). 

6 What is the size of this new table if the hash function that Eve decides 
to use is MD5? How many collision(s) should she expect? 
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In order to thwart the attack, the boss (who is a real geek) suggests to 
only use prime numbers for the DES keys, so that it is not possible to 
find two number to write k as kl  . kn (where kl  and ka are 28 bits long). 

7 Compute the approximate number of DES keys that satisfy this con- 
dition. What are the time and space complexities of a typical time- 
memory tradeoff against this scheme? 

8 Obviously, the scheme is not very well designed. What could be done 
in order to obtain a better scheme? 

D Solution on page 240 

Exercise 2 SSL/TLS Cryptography 

The Paranoid Client 

We consider a paranoid client willing to connect to a TLS server. For 
some reasons, the client prefers to avoid cryptographic standards from 
the US Government and would like to rely on symmetric keys of at  least 
128 bits for his very secret transaction. 

1 Select the only two cipher suites from the list below which satisfy the 
security policy of the client. Notice that one of the two requires to 
authenticate a public key. Identify which one. 

TLSNULL-WITHNULLNULL 
TLSRSAYITHNULLHD5 
TLSRSAYITHNULLSHA 
TLSRSAEXPORTYITHRC4AOMD5 
TLSRSA-WITHRC4-128MD5 
TLSRSA-WITHRC4-128SHA 
TLSRSAEXPORTWITHRC2-CBCC40HD5 
TLSRSA-WITH-IDEACBCSHA 
TLSRSAEXPORT-WITHDES40XBCSHA 
TLSRSA-WITHDES-CBCSHA 
TLSRSA-WITH-3DESEDEXBCSHA 
TLSDHDSSEXPORTYITHDES40-CBCSHA 
TLSDHDSSYITHDESXBCSHA 
TLSDHDSS-WITH3DESEDEXBCSHA 
TLSDHRSAEXPORTYITHDES40-CBCSHA 
TLSDHRSA-WITHDES-CBCSHA 
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2 We consider the cipher suite which does not require public key au- 
thentication. Which kind of attack can threat the transaction? Recall 
the two related attacks. How do we make sure that the used subgroup 
has no proper subgroup? Show that we can use it in order to avoid 
one of the two attacks. Assuming that the client and the server can 
exchange messages over a secure channel with low bandwidth, pro- 
pose a solution to avoid the other attack. 

3 We consider the other cipher suite. We assume that an X.509 cer- 
tificate is transmitted from the server to the client, but that the 
certificate authority is not known from the client. What happens? 
What is the typical reaction of the user? 

4 Finally, how would you compare the security of the two cipher suites? 
Justify your answer. 

A Specific Cipher Suite 
We consider the TLSDHERSA-WITHAES-256-CBC-SHA cipher suite. 

5 Recall the Merkle-Damgkd construction and the HMAC construc- 
tion. 

6 Show that 

rn the total length of the 6 secrets obtained in the key derivation in 
SSL/TLS is 1088 bits, 

rn the length of the label "key expansion" is 104 bits. 

7 Knowing that 

rn the length of the master-secre t  is 48 bytes, 

rn the length of noncec and of nonces is 80 bits, 

study the PRF construction in order to determine the number of 
SHA-1 compressions that are performed to derive the 6 secrets from 
the master-secre t  and the two nonces. 



From Cryptography to Communication Security 235 

8 We assume that all generated keys are erased when they are no 
longer used. We further assume that some information agency qui- 
etly records all communications. If the RSA secret key of the server 
leaks a long time after the transaction, can the agency decrypt the 
communications? How is this property called? Would we obtain the 
same with the authentication scheme RSA instead of DHERSA? 

D Solution on page 241 

Exercise 3 Secure Shell (SSH) 

The SSH software enables a secure telnet session between two hosts. 
A simplified description of the protocol is given in Figure 12.2. 

request C to  S 
> 

K D  

Figure 12.2. A simplified representation of the SSH protocol 

Upon a request from the client, the server sends his public key Kp 
in clear. The client stores it in his memory (if already stored, the 
client compares it with the stored one and warns the user if it has 
changed). 

The client picks a session key k and sends it to the server in an 
encrypted way. 

The server decrypts the session key k .  The client and the server 
can now communicate with a common secret key k with symmetric 
encryption. 

Why do we want to secure the session with symmetric encryption 
instead of asymmetric encryption? 

Assuming that all the messages in the protocol given in Figure 12.2 
are authenticated, explain why the subsequent connections are con- 
fidential and authenticated. 

If the first connection is not authenticated, explain that an active 
adversary can impersonate the server. 
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4 Why does the client need to warn the user when the public key has 
changed? 

5 Why is SSH useful? 

D Solution on page 244 

Exercise 4 Attack against RC5-CBC-PAD 

RC5-CBC-PAD is specified in the informative Internet document RFC 
2040. It describes how to pad digital messages (represented as a sequence 
of bytes) in order to be encrypted via block cipher RC5 in CBC mode. 
Here is how it works. 

Take the message XI , .  . . , xe as a sequence of l bytes. 

Take an integer p such that e+p is a multiple of 8 and that 1 5 p 5 8. 

Let x i = p f o r i = ! + l ,  . . . ,  !+p. 

Take the byte sequence XI ,  . . . , xe+p and rewrite it as a block sequence 
Bl, . . .  ,B*. 

8 

Encrypt the block sequence via RC5 in CBC mode and obtain the 
encrypted message Cl, . . . , (7%. 

Show that p is essentially unique by expressing its value in a mathe- 
matical formula. 

Explain how the Ci's are computed. 

We assume that the receiver of the encrypted message first decrypts 
in CBC mode then checks if the padding is correct and finally extracts 
the cleartext. Detail how all this is performed. 

We assume we have access to an oracle O which, given a ciphertext 
y = (C1, . . . , Cn), answers 1 if the padding check is correct after the 
RC5-CBC decryption or 0 otherwise. By using calls to the oracle 0, 
show that we can compute RC~- ' (C)  given a block C. 
Hint: Submit ciphertexts with the form (R, C )  for a carefully chosen 
block R. 

By using the previous question show how to decrypt any message by 
having access to O only. 

Consider the following proposal to fix the scheme: we encrypt twice 
with RC5 in CBC mode, namely, we add an extra step in the previous 
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scheme by re-encrypting C1, . . . , C E + ~  - in CBC mode and obtaining 
8 

C , . . . , C Show that a similar attack works here: we can still +- 
decrypt any message by having an oracle which says whether the 
decrypted message is correctly padded or not. 

D Solution on page 245 

Exercise 5 Wired Equivalent Privacy (WEP) 

In this exercise, we study some real security flaws in the Wired Equiva- 
lent Privacy (WEP) protocol used in 802.11 networks to protect the data 
a t  the link-layer during wireless transmission. WEP relies on a 40-bit 
secret key K shared between two communicating parties to protect the 
data of each transmitted frame. In this exercise, we assume that K is a 
permanent key which never changes its value. When the user A wants 
to send a frame of data to B, he proceeds in the following 3 steps 

CRC encoding: Given an n-bit message M (n is a constant), A com- 
putes the 32-bit parity check L(M), where L is a linear function that 
does not depend on K (Note that the linear property of the function 
L satisfies L(X @ Y) = L(X) @ L(Y) for any X,  Y). The plaintext is 
(n  + 32)-bit P = MIIL(M). 

Encryption: A encrypts P with the stream cipher RC4 using the 
secret key K and a 24-bit initial vector IV assigned to each frame. 
The ciphertext is C = P @ RC4(IV, K) .  

Transmission: A sends (IV, C )  in clear to B over the radio link. 

1 Some marketing media advertise that WEP encryption enforces a 
total of 40 + 24 = 64 bits security strength. What do you think 
about this statement? Justify your answer. 

2 Explain how the receiver B uses K to extract the original message 
M upon receipt of (IV, C). 

3 In some poor implementations, the 24-bit IV is assigned at random 
to each frame. Show that it leads to a serious security problem, when 
one user sends or receives a large amount of data. Propose a better 
solution. 

4 Now we examine another security issue of WEP. Assume that an 
adversary sitting in-the-middle has intercepted one frame of traffic 
data (IV, C )  from A destined for B.  Show that the adversary, who 
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does not know K and does not bother to find K ,  can easily compute 
a valid C' (C' # C )  such that he can send the modified data (IV, C') 
to B without fear of detection. How many different choices of such 
C' does he have? Which property of cryptography is violated here? 

D Solution on page 246 

Exercise 6 Forging X.509 Certificates 

We consider X.509 certificates signed by the md5WithRSAEncryption. 
We want to submit an RSA public key (Nl, el)  to the certificate author- 
ity for certification such that we can infer a fake certificate for another 
RSA public key (N2, e2). RSA moduli are assumed to be 2048-bit long. 
We also assume that el = e2 = 65537 and that all fields except the 
moduli parts in both certificates are identical. 

We assume that we have filled all fields of the X.509 form, except the 
RSA modulus part (and the signature to be appended by the certificate 
authority). We assume that the length of the form (represented as a 
string) from the beginning of the form to the beginning of the modulus 
field is a multiple of 512 bits. 

Preliminaries 
1 Recall the Merkle-Damg5rd scheme for the MD5 hash function. 

2 We denote by MD5' the hash function obtained from MD5 by remov- 
ing the padding scheme and replacing the standard initial vector IV 
by an arbitrary 128-bit string IV'. Show that there exists a vector 
IV' such that, for any Nl and N2 with MD5'(Nl) = MD5'(N2), the 
strings to be signed in both certificates produce a collision for the 
standard MD5 hash function. 

3 Briefly recall how strings are signed using md5WithRSAEncryption. 

4 With the above IV' and MD5', deduce that if MD5'(Nl) = MD5'(N2), 
a valid signature for the certificate with Nl is also a valid signature 
for the certificate with N2. 

Finding collisions on MD5' 
We assume that we already find two different 1024-bit blocks bl and 
b2 such that M D5'(bl) = MD5'(b2) (we actually can, very efficiently! 
cf. [58]). 

5 Show that for any 1024-bit string b, we have 
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Constructing Nl and N2 
By using the previous notations, it remains to find b such that Nl = bl lib 
and N2 = b2 11 b are valid RSA moduli for which we know the factorization. 

6 Recall what it a valid RSA modulus. 

7 Let pl and pa be two different arbitrary 512-bit prime numbers. Us- 
ing the Chinese Remainder Theorem, show that we can compute an 
integer bo between 0 and plp2 such that pl divides b121024 + bo, and 
pa divides b221024 + bo. 

8 By taking b = bo + kplp2 for k = 0,1,2, . . . , (heuristically) show that 
we are likely to find k such that (bl 21024 + b)/pl and (b221024 + b)/p2 
are both primes. Conclude. 

Discussions 
9 To what extent is the above attack devastating? 

10 We now assume that given two vectors IV' and IV" defining M D5' and 
M D5" we can find two 1024-bit blocks bl and b2 such that M DS1(bl) = 
MD5''(b2). Can we now derive a more dangerous attack? 

11 We now assume that given a vector IV' defining MD5' and a 1024-bit 
block bl we can find another 1024-bit block b2 such that MD5'(bl) = 
MD5'(b2). Can we now derive an even more dangerous attack? 

D Solution on page 247 
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Solutions 

Solution 1 A Hybrid Cryptosystem Using RSA and DES 

1 The prime factors of a 2048-bit RSA modulus are both 1024 bits 
long. Encrypting with Bob's public key is a modular exponentiation 
that has a complexity of C3((log nB)2 log eg). Using a small public 
exponent eg (i.e., much smaller that ng) such as 3 or 216 + 1 (which 
is a prime number) allows to reduce the complexity to O ( ( 1 0 ~ n g ) ~ ) .  

2 The size of keB is given by 

as ng is a 2048-bit modulus. Therefore 

as keg < nB. This implies that computing the eg-root of c allows 
to recover k .  In other words, the log is not discrete anymore, which 
makes it easy to compute. 

3 The exhaustive key search made in Algorithm 36 allows to recover 
the key. Its worst case complexity is 256 modular exponentiations, 

Algorithm 36 Exhaustive key search against the hybrid cryptosystem 
Input: the RSA public key (nB, eB) of Bob and the ciphertext c 
Output: the key k 
Processing: - 

1: for k = 0, .  . . , 256 - 1 do - 
2: c + 2~ mod ng 
3: if Z= c then 
4: output and exit 
5: end if 
6: end for 

its average complexity is 255 modular exponentiations. It  does not 
display any wrong key. Indeed, because of the bijectivity nature of 
RSA, k is the only number (smaller than ng) such that c = keB mod 
nB. 

4 We have 
c = - keg = kyB . kzB (mod ng) 
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so that 
c . kLeB mod ng = k:B mod ng. 

The meet-in-middle attack then uses the table T[-] of all possible 
k:B mod ng and, for all possible k2, checks if c - kgeB mod ng is in 
the table. If such a value exists, the candidate kl - k2 is the correct 
key. 

5 There are 228 different values of k1 and thus, 228 modular exponenti- 
ations are needed to compute table T[-1. A table entry is a t  most of 
the size of ng, which is 2048 bits long. The table would thus require 
228 -2'' a 2-3 = 64GB in memory. Once the table is computed, the 
algorithm loops on all possible values of k2 and thus performs 228 
supplementary modular exponentiations. 

6 If MD5 can be used to reduce each table entry from 2048 bits down 
to 128 bits. The size of the table is now equal to 228 - 27. 2-3 = 4GB. 
By the Birthday Paradox, 2128/2 = 264 different inputs of MD5 are 
needed in order to obtain a collision with a good probability. As 
there only are 228 different values hashed in our case, no collision is 
expected. Consequently, it may be a good idea to further reduce the 
hash size in order further decrease the size of table. 

7 The number of DES keys satisfy the condition is the number of primes 
between 255 and 256 (which is well approximated by the number of 
primes smaller than 256), and is given by 256/ log 256 = 251. A typical 
time-memory tradeoff against a 251 bits key would approximately 
have a 22x51/3 = 228 time and memory complexity. 

8 The trouble comes from the fact that plain RSA is used, and this 
is usually not a good idea. A solution is to pad the input prior the 
encryption. For example, one should use RSA-OAEP instead. 

Solution 2 SSL/TLS Cryptography 

1 The only two ciphers that satisfy the security policy of the client 
are TLSRSA-WITHRC4-128MD5 and TLSDH-anon-WITHRC4-128MD5. 
The suite that requires a public key authentication is the one using 
RSA, namely TLSRSA-WITH-RC4-128MD5. 

2 We consider the TLSDH-anon-WITHRC4-128MD5 cipher suite. The 
Diffie-Hellman protocol faces two man-in-the-middle attacks: 

If the messages between the client and the server are not authen- 
ticated, an active adversary can sit in the middle of the protocol 
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and impersonate both the client and the server. At the end, the 
adversary shares two different keys, one with the client, the other 
with the server. Both honest parties believe they share a com- 
mon secret key, which is not the case. Afterwards, the adversary 
carries on with an active attack. 

In a more subtle attack, both the client and the server share the 
same key, which is known to the adversary. This attack can be 
carried on if the order of the group (from which the Diffie-Hellman 
parameters are chosen) can be written as bw, where b is smooth 
(i.e., all its prime factors are smaller than a given small bound). 

In order to avoid the second attack, it is sufficient to choose a genera- 
tor that generates a group of prime order, and to check that received 
Diffie-Hellman public keys are different from 1 (and 0 of course). If 
the two parties share a secure channel with low bandwidth, the first 
attack can be avoided by authenticating the secret key obtained at 
the end of the protocol. For example the client could hash the secret 
key and transmit the hash value to the server through the secure 
channel. The server should then check that the value corresponds to 
the hashed value of its own secret key. 

3 We consider TLSRSA-WITHRC4-128MD5. Commonly, if the certificate 
authority is not known to the client browser, some window will let it 
know to the user, who can then chose to reject the certificate (in which 
case, the transaction is stopped), or accept it (either once or forever). 
Usually, the client will simply accept the certificate, regardless of all 
the security issues. 

4 Provided that the authority certification is known to the browser 
of the client, TLSRSA-WITHRC4-128MD5 is the best alternative. In- 
deed, an anonymous Diffie-Hellman is clearly exposed to a basic man- 
in-the-middle attack. Nevertheless, if as in the previous question, 
the RSA public key cannot be clearly authenticated, both suites 
provides the same (weak) security. The security provided by the 
TLSRSA-WITHRC4-128MD5 cipher suite may be overestimated, which 
can be dangerous. 

5 The Merkle-Damggrd construction is represented on Figure 12.3. It  
consists of the iteration of a compression function f which takes a 
(t + n)-bit string as an input and returns a n-bit string as an output. 
Before it is hashed, the message must be padded. We refer to the 
textbook 1561 for further details. 
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block block block - 
Figure 12.3. The Merkle-Damgbrd Construction 

message 

HMAC builds a MAC using a hash function H as a black-box. Basi- 
cally, the MAC of a message m under the key K is given by 

I 7 1  l e  I ........... I pad I 

where opad and ipad are two fixed bitstrings. We refer to the text- 
book [56] for further details on the HMAC construction. 

I I I I 

Both AES encryption keys are 256 bits long, the IV's are of AES block 
size, that is 128 bits. That makes a total of 768 bits. Finally the 
authentication key used in HMAC has the size of the hash function 
output, that is 160 bits. The total length of the 6 secrets is thus 1088 
bits. As each character of the string "key expansion" is encoded on 
8 bits, the total length of the string is 104 bits. 

Let mas t e r sec re t  = SlllS2, where Sl and S2 have a length of 24 
bytes. Let a = "key expansion" Ilnoncecllnonces. The length of a 
is thus 264 bits. We must compute 

key-block = PRF(master-secret, a) 

where key-block is of length 1088 bits, and where 

By definition 
P-SHAl(S2, a) = r l , r z , r s , .  . 

As we need an output of at least 1088 bits, we must generate rl up 
to r 7 ,  as each one is 160 bits long. 

We now compute the number of compressions performed in order to 
compute r l .  We have 

As ( K  $ ipadllS2lla) is 512 + 192 + 264 = 512 + 456 bits long, 
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will need 4 SHA-1 compressions in total for a1 only. Once a1 is 
computed, and as (K @ ipadllS211allla) is 512 + 192 + 160 + 264 = 
2 512 + 104, 5 additional compressions are necessary to compute r l .  

We similarly show that 9 compressions are required for each addi- 
tional ri. Finally, a total of 63 compressions performed. 

8 The RSA key does not allow to recover the AES key used to encrypt 
the communications, so that the agency cannot decrypt the com- 
munications. This property is called forward secrecy. If we replace 
DHERSA by RSA, the property does not hold because if the agency 
finds the RSA secret key, it can derive the premaster-secret and 
thus break the whole scheme. 

Solution 3 Secure Shell (SSH) 

1 Symmetric encryption is faster than asymmetric encryption. Here, 
the latter is only used for exchanging symmetric keys. 

2 If the first connection is authenticated, the client is ensured to re- 
ceive the server's public key. Then, this allows the client and the 
server to agree on a symmetric key only known to themselves (we as- 
sume that the public key cryptosystem is secure). In the subsequent 
connections, we note that breaking the confidentiality corresponds 
to breaking the symmetric encryption scheme. We also notice that 
impersonating one of the players requires the ability of producing 
encrypted meaningful messages. Thus, assuming that encryption is 
secure and all encrypted messages are meaningful, all subsequent con- 
nections are also secure. 

3 An active adversary can impersonate the server and send his own 
public key. Then the client will communicate with the adversary 
who can have simultaneous communications with the server. There- 
fore the adversary can play with both the client and the server by 
forwarding all messages in decryption-reencryption. This is a man- 
in-the-middle attack. 

4 If the key is changed and the user is not aware of it, then this key 
may not be authenticated. Therefore the man-in-the-middle can just 
claim that the key has changed and attack the scheme as in the 
previous question. If the user is warned that the key has changed, 
he can decide to accept the new key or not (in most cases, he will 
accept it, so the previous attack is applicable anyway). 
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5 Despite the previous attack, SSH is better than nothing. When used 
by mature users, it provides good protection provided that the first 
connection is authenticated. When used by novice users, it provides 
protection against passive adversaries. 

Solution 4 Attack against RC5-CBC-PAD 

1 We have p = 8 - (t mod 8). 

2 Let k = (note that k is an integer from the previous question). 
For the block sequence of messages B1, B2, . . . , Bk, we compute the 
ciphertexts C1, C2,.  . . , Ck this way, 

where IV is the initial value used for the CBC mode. 

3 First, we decrypt in CBC mode by computing 

B1 = RC5-'(c1) CB IV, 

B2 = R C ~ - ' ( C ~ )  @ C1, 

Second, we check if Bk ends by exactly i byte(s) equal to i for some 
i E {1,2,. . . ,8). Finally if the padding check succeeds, we extract 
the plaintext, which corresponds to B1, B2, .  . . , Bk-1 concatenated 
with the first (8 - i) bytes of Bk. 

4 We do an exhaustive trial on all the 256 values of the last byte of R 
for the submission of (R, C)  until the oracle answers that padding is 
right. We get the last byte of RC~- ' (C)  equals 0x01 @ ~ a s t ~ y t e ( R )  
as well as the value of p. Next, we modify the last byte of R to be 
the last byte of RC~- ' (C)  XORed with the byte 0x02. We similarly 
try exhaustively on all the 256 values of the second last byte of R 
for the submission of (R,C) until the oracle answers that padding 
is correct. Then we know that the second last byte of R C ~ - I  (c) 
equals 0x02 @ SecondLastByte(R). This way, after a maximum of 
8 x 256 = 211 oracle calls, we have RC~-'(C). This is much more 
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efficient than an exhaustive search effort, which needs 256' = 264 
trials. 

5 For any Ic-block ciphertext C1, C2, . . . , Ck, we can compute 

using previous technique. The description of the CBC decryption 
mode then allows to recover B1, B2,. . . , Bk. 

6 Since we know how to compute RC~- ' (C)  for any block C by call- 
ing the oracle from previous question, we first compute R C ~ - ~ ( C ~ ) ,  
R C ~ - ~ ( C ~ - ~ ) ,  . . ., R C ~ - ~ ( C ; ) .  Then we compute 

Cl = RCS-'(C~) @ IV, 

C2 = R C ~ - ~ ( C ; )  @ Ci, 

Last, we repeat above procedure to decrypt C1, C2, . . . , Ck and get 
Bl ,B2, . . . ,Bk.  

For details and the experimental results of the attack, see [lo]. 

Solution 5 Wired Equivalent Privacy (WEP) 

1 It is wrong to compute the key size by summing up the sizes of the 
two inputs of the cipher, because only one input is kept secret. So, 
the real key size is only 40 bits, not 64 bits. 

2 First B reconstructs the plaintext P' = C $ RC4(IV, K). Then B 
divides P' into two parts P' = M'IIQ, where M' is n bits and Q is 32 
bits. Next, B computes L(Mf) and compares it with Q'. B accepts 
the message M' if L(Mt) = Q', otherwise rejects M'. 

3 By the Birthday Paradox, randomizing IV for each frame implies 
24 

that every 2T  m 5000 frames, we expect to discover a collision on 
two IV's out of 5000 IV's sent to and from the same user. When this 
occurs, we will have a collision on the corresponding two keystreams, 
which helps us to deduce some information about the two plaintexts 
from the ciphertexts (see 1561 for example). One better solution is to 
increment IV for each frame. 
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4 Let M' = M @ A be the new message, where A is any n-bit string. 
We compute the difference between the corresponding new ciphertext 
C' and C as follows: 

C' @ C = (PI @ RC4(IV, K ) )  @ (P @ RC4(IV, K))  

= P'@P 
= (M @ M1)l1(L(M) @L(M1)) 
= AllL(A). 

Thus, for any nonzero A, the adversary knows that the ciphertext 
C' = C @ (AllL(A)) passes the CRC parity check at the receiver's 
end. Consequently, he has (2n - 1) different choices of A (and C'). 
The property of message integrity is violated herein. One important 
conclusion we draw from this problem is that the linear (and unkeyed) 
error-correcting CRC encoding only protects the random transmis- 
sion error (a.k.a. the noise) generated by the communication channel 
itself, not  by a malicious adversary. 

For more details about the security of WEP, see [8]. 

Solution 6 Forging X.509 Certificates 

Preliminaries 
1 MD5 is an iterative hash function which proceeds by first padding 

the message with a string which only depends on its length so that 
the padded string has a length multiple of 512 bits, then splitting 
it in a sequence of 512-bit blocks. Every block is then iteratively 
hashed by using a compression function C.  More precisely, we define 
a sequence H by Ho = IV where IV is a standard initial vector and 
Hi = C(Hi-l,Xi) where Xi is the i th block to be hashed. The last 
Hi value is the hash of the message. 

2 The filled part of the certificate consists of an integral sequence of 
512-bit blocks X I , .  . . ,Xi .  By appending the RSA modulus Nj we 
have two new blocks such that = Nj. By taking IV' = Hi, 
we have MD5'(Nj) = H:+2, so MD5'(Nl) = MD5'(N2) is equivalent 
to Hf+2 = H,2+2. The remaining part of the filled (padded) certificate 
appends a final sequence of constant blocks. 

3 Basically, the message is first hashed by using MD5, then put in a 
specific format, then signed by using the plain RSA signature scheme. 
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4 Since the signature only depends on the hashed value, a collision on 
the hash function makes that a valid signature on the first message 
is also a valid signature for the second message. 

Finding collisions on MD5' 
5 By iteratively hashing the 2-block sequence bl or b2, if we already have 

a collision on H2, then we continue to have collisions if we iteratively 
hash the same sequence of blocks. 

Constructing Nl and N2 
6 An RSA modulus is a product of two different large prime integers. 

7 Since pl and p2 are different primes, they are coprime. Hence, from 
the Chinese Remainder Theorem, for any xl = -b121024 and any 
x2 = -b221024, we can find bo between 0 and plp2 such that bo r xl  
(mod pl) and bo = 2 2  (mod p2). We deduce that pl divides b121024 + 
bo and that p2 divides b221024 + bo. 

8 Assuming that b = bo + k 1 p 2  looks like a random integer, we can 
further assume that (b121024 + b)/pl and (b221024 + b)/p2 also look 
like random independent integers. Eventually, both will be prime. 
We obtain ql = (b121024 + b)/pl and q2 = (b221024 + b)/p2 SO bl lib and 
bzllb are two RSA moduli Nl and N2 with factorization Nl = plql 
and N2 = ~292.  

Discussions 
9 This attack produces certificates with all fields (except the RSA mod- 

ulus) in common. So this does not really forge a certificate for an 
entity which is unknown by the certificate authority. It  is just weird 
that the authority does not see the right public key it is signing. The 
attack is not so devastating. 

10 If we knew how to make collisions with two different arbitrary initial 
vectors, we could have changed the fields before the modulus part. 
This could be much more devastating: we could request a certificate 
for a fake company and transform it into a valid certificate for another 
one with another public key. 

11 If we knew how to make second preimage attacks, we could use an 
existing valid certificate from a company and change its public key. 
This would be a disaster for the public key infrastructure. 

This exercise was inspired by the memo [25] "Colliding X.509 Certifi- 
cates" by Arjen Lenstra, Xiaoyun Wang, and Benne de Weger. 
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